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Abstract 

Both posterior optimization of deformable shape models 
and multiscale approaches have been potent directions for 
segmentation. In this work these two concepts are united. 
It is shown that the combination has measurable advan
tages both from the point of view of estimation robustness 
of the shape prior and from the point of view of segmenta
tion accuracy. A probabilistic multiscale framework using 
m-rep (medial) structures is proposed, focusing on applying 
the local residual statistics to refine the segmentation results 
from the global scale. A measurement on the predictability 
of the statistics on a simulated data set of 1000 warped el
lipsoids shows improved robustness via the multiscale train
ing. Finally, the computed tomography image experiments 
for the bladder segmentation in day-to-day adaptive radi
ation therapy demonstrate that the proposed approach can 
bring the segmentation to subvoxel accuracy and thereby 
makes the results clinically adequate. 

1. Introduction 

3D medical image segmentation via deformable models 
is challenging; adoption occurs only if its accuracy is com
petitive with manual segmentations. For instance, in CT 
adaptive radiation therapy for male pelvic organs, we usu
ally have 1mm by 1mm by 3mm voxels. Subvoxel preci
sion of the segmented model is important for clinical use, 
but also a difficult task for automated segmentation. 

Deformable models with various representations have 
been proven effective in capturing variations of a popula
tion of geometric entities [9]. An off-line learning process 
can build up the variation space for deformation [16] [3] 
[11]. Considering the various degrees of locality for geo
metric features, an efficient way of representing the shape 
variance is to decompose them into different scales. 

The multiscale idea has been widely adopted in various 
segmentation methods. Several of them apply the scales to 
image intensity features; others apply them to model fea
tures. A coarse-to-fine multi-resolution protocol on land

marks is used by Christensen et al [2] for diffeomorphic 
mapping of brain anatomy. Krissian et al [8] developed 
multiscale detection of the vessel centerlines based on a 
cylindrical model, with the radius of the cross sections pro
viding the scaling feature. The Active Shape Model (ASM) 
developed by Cootes et al [4] uses multi-resolution im
age profiles around each landmark for boundary refinement. 
Joshi et al. developed a multiscale m-rep segmentation [8] 
where the global scale stage optimized the posterior proba
bility of the shape with trained statistics, but the local scale 
stage was a deterministic optimization on the full space of 
atom deformations. Without shape prior information, the 
local scale deformation can go wild if the intensity patterns 
are weak or the ad hoc weighting penalties are not sensitive 
for certain configurations. 

In this paper, we describe a probabilistic multiscale ap
proach for 3D grey-scale image segmentation via robust 
estimates of probability distributions for geometry. We 
bring the multiscale strategy into the posterior optimization 
framework by utilizing statistics on the residuals left from 
a global scale. Sharing the essence of wavelets, we apply 
the residual statistics locally to match the remaining spatial 
variability there. 

Our probabilistic multiscale framework is applied on the 
posterior optimization segmentation using the medial struc
ture called m-reps (Fig. 1) [16]. The previous m-rep seg
mentation method [15] has shown its strength in 3D CT im
ages by the reported competent segmentation results com
pared with the manual segmentation . And in terms of av
erage closest point distance and Dice similarity coefficient, 
the m-rep segmentation is among one of the best in litera
ture of CT segmentation for male pelvic organs [5][13][7] 
[12][17]. However, the global m-rep segmentation results 
are not accurate enough due to occasional localized errors, 
which often are several voxels off the manually segmented 
boundaries. The proposed method is developed to improve 
the accuracy to subvoxel level. 

The rest of the paper is organized as follows: Section 
2 introduces the multiscale optimization methods used for 
m-rep segmentation. The methodology for applying local 
residual statistics to the fine scale stage is presented in Sec
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Figure 1. A m-rep model: An interior medial atom (left) with two 
spokes and an object (right). The object is composed of multi
ple medial atoms. Interior atoms have two spokes each. Exterior 
atoms (on the crest region) have three spokes each. 

tion 3, in which the robustness of the multiscale statistics 
against training sample size is also demonstrated. In Sec
tion 4, segmentation results on about 80 clinical CT image 
data of the male pelvic area are discussed in detail. Section 
5 summarizes and discusses the method and results. 

2. Probabilistic multiscale segmentation 
2.1. M-rep Segmentation framework 

In simple m-rep models, an object is a sheet of medial 
atoms represented by a quadrilateral mesh (Fig.1), which 
carries geometric properties such as the widening, bending 
and tapering, with the locality scale given according to the 
grid spacing. Each atom controls a local boundary region 
implied by its spokes’ ending points. The object as a whole 
gives these properties in a way reflecting global interrela
tions of primitives / atoms, whereas each atom, and its re
lation to its immediate neighbors, provides more local fea
tures. 

Based on the multiscale shape description ability of the 
m-rep, a coarse-to-fine strategy can deform the model hi
erarchically, as shown in Fig. 2. In each stage, a Bayes’ 
posterior optimization scheme is applied using the off-line 
trained statistics in the corresponding scale. The global 
scale segmentation results provides a good starting point for 
the local refinement stage, where the model deforms locally 
towards more “correct” configurations. 

2.2. Two-stage optimization 

In the object stage the entire sheet of medial atoms 
deform together, restricted by the variations learned from 
the multiple sheets of atoms of the training samples. The 
generalized version of PCA for nonlinear data, Principal 
Geodesic Analysis (PGA) [6], is used for learning. We com
pute a Fréchet mean and the the principal eigenmodes from 
globally aligned training m-rep models. The first several 
modes that cover nearly 90% of the total variance of the 
training samples are used for optimization. PGA thereby 
reduces the dimension of the variation space from several 
hundred to a number less than 10. However, with the often 
limited number of training cases, the eigenmodes with little 

Figure 2. The probabilistic multiscale segmentation scheme for 
single object m-rep model: The object and atom stage shape statis
tics are collected from training samples and then used during the 
optimization process in the corresponding stages respectively. 

variance are not robust against the large dimensions of the 
object representation, which necessitates limiting the num
ber of eigenmodes used and training the rest statistics on the 
residuals. 

Besides the shape training, the image intensity patterns 
are learned by PCA on Regional Intensity Quantile Func
tions (RIQFs) of local regions corresponding to the spoke 
ends of the atoms, which probabilistically represent the ap
pearance of the local region in the image. The details for 
the image appearance model can be found in [1]. With the 
training statistics, at each of the two scales the model de
forms by optimizing the sum of two penalty terms: the log 
geometric prior and the image match measurement com
puted by the log probability distribution on the RIQFs 
of the implied boundary of the m-rep, since by Bayes’ 
rule arg maxm(log p(m I)) = arg maxm[log p(I m) + | |
log p(m)]. The optimization is over the principal geodesic 
coefficients, thus restricting the result to the shape space 
spanned by the principal geodesic directions. 

At the object stage, the log prior is given by the global 
PGA and the image appearance statistics are collected 
across the whole object surface. While at the residual atom 
stage, each log prior is given by the PGA on the respec
tive atom residual, and appearance statistics are collected in 
the local regions. The local scale posterior optimization is 
described by the formula: 

arg max (log p((Ai ⊕ ΔAi)
ΔAi 

|Ii) 

= arg max [log p(Ii Ai ⊕ ΔAi) + log p(ΔAi)] (1)
ΔAi 

|

atomwhere ΔAi = 
�

(xj vj ) is the residual term that we will 
expand in detail in the next section. The optimization is over 
the coefficient vector x for atom i. Starting from the object 
stage resulting model, we randomly loop over all the atoms 
and update each atom by adding the residual deformation 
that gives the best log posterior probability value. During 
the iterations if one atom gets updated, all its neighbors will 
be updated later due to the new local configurations. Usu
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ally it takes 2-5 iterations for the optimization to converge.	 scale projection, we calculate the multiscale projection as 
follows: 

3. Probability distributions on local residuals	
=< Atrain � A(proj,obj) atomxj i i , v j > 

3.1. Local residual statistics calculation 
ÂMultiStage = A(proj,obj+atom) 

i i 

xjv 
atom . (6)j 

obj (5) models. We found that the first three eigenmodes obtained 
i ⊕ xjv ,j 

An atom in a m-rep model lives in a curved space, as K�does an atom shape residual. The atom resides in the sym-	 = A(proj,obj) 
i ⊕ 

j=1 

To date we have used the assumption for the atom stage 
training that the probabilistic distribution of local resid
ual ΔAi on atom i is independent of its neighbor atoms. 
Namely, we assume that the large range correlation among 
the atoms are fully captured by the global scale statistics so 
that the residual shape variation space of each atom is iso
lated. The independence assumption might be too strong if 
the global scale statistics are not tight enough or the geomet
ric correspondence of the local regions are not good. There 
are ways to tighten the statistics via local alignment or com
puting the residual probability distribution conditioned on 
the neighbor configurations, which are beyond the focus of 
this paper. 

3.2. Robustness test for the local residual prior 

In addition to testing the multiscale strategy on the seg
mentation applications, we evaluate the robustness of the 
statistics on a simulated data set of 1000 warped ellip
soids. Binary images of warped ellipsoids were produced 
by successively applying independent bending, tapering, 
and twisting of a base ellipsoid. Each transformation was 
sampled from a zero-mean Gaussian with its respective 
variance. Training models were produced by optimizing 
the deformable m-rep models using object boundary, local 
interpenetration, and irregularity penalties. The resulting 
training data set of the 1000 m-rep models is quite satisfy
ing both in terms of the quality of the boundary fits and high 
signal-to-noise ratio in the statistics, which might be better 
than the real world data, where we have manual segmen
tations from noisy gray scale intensity patterns and more 
complicated shape variations. An example is given in Fig.3, 
which shows the distribution of the shape variations among 
the trained eigenmodes from 40 randomly selected m-rep 

metric space G = R3 × R+ × S2 × S2. Given two medial 
i∈ G, the residual ΔAi, from A�

i to Ai, is atoms Ai, A�

calculated by the subtraction operator. 

� : G × G G, (2) 
. 

→
ΔAi = 

.
Ai � A�

i 

= (Δpi, Δri, Δui, Δvi). 
.= (pi − p�i, (ri − r�i)/r

�
i, Ru� (ui), Rv� (vi)),

i i 

where Ai = (pi, ri, ui, vi) with the hub position pi ∈ R3 , 
the spoke length ri ∈ R+ , and two unit spoke directions 
u, v ∈ S2 . Rw represents the rotation along the geodesics 
in S2 that moves a point w ∈ S2 to the North Pole (0, 0, 1) 
∈ S2. The addition operator is correspondingly defined as 

⊕ : G × G G, (3) 
. 

→
Ai = A�

i ⊕ ΔAi 

.= (p� + Δpi, r� (Δri + 1), R−1(Δui), R−1(Δvi)).i i · u�i v�i 

The shape residual can be calculated as 

ΔAi = Atrain 
i � Aobj 

i , (4) 

where Atrain 
i is the training m-rep, which fits the corre

sponding hand-segmented binary image, and Aobj
i is the 

object-stage segmentation resulting model. We can get the 
approximated object stage model by projecting the ground 
truth model into the trained object shape space. The dot 
product of the model variance vector with the N eigenvec
tors produces the coefficients for the projection model: 

=< Atrain train objxj i � µi , vj > 

Aobj = A(proj,obj)ˆ
i i 

N
train = µ 

by PGA separately capture each of the three types of varij=1 
ations that we put into the images. Consistently, the first 

where µi is the Fr´train echet mean of the training sample. 
As for training the shape residual statistics, we apply 

PGA to get the major principal modes vj
atom for each atom. 

The atom parametrization is 9 dimensional. The first K 
(typically 3 to 5) principal modes that cover more than 90% 
total variance are used in the atom stage optimization. Simi
lar to the global scale projection, we project the residual into 
its trained residual shape space. Together with the global 

three eigenmodes cover more than 95% of the total varia
tions. 

According to Muller [10] the robustness of estimation 
of the probability distribution for a given training sample 
size can be measured by the fit of a test population to the 
probability distribution in the trained shape space, over a 
variety of training samples of the specified size. The fitness 
is evaluated by the squared correlation ρ2 between test cases 
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Figure 4. Prediction measurement improvement by using the local 
residual statistics. 
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Figure 3. Left: 3 typical training m-reps that fit to corresponding 
warped ellipsoids binary images. Right: the accumulative varia
tion percentage plot for the principal geodesic eigenmodes on ran
domly selected 40 m-reps from 1000 training m-reps. 

and their projections in the space estimated from training 
cases, which reduces to the following formula: 

mi,test,mtrain)2 
ρ2 = 

�N
i=1 d( Þ

, (7)�N 
d(mi,test,mtrain)2 i=1 

where m̂i,test is the projection of the test model mi,test 

on the shape space and mtrain is the Fréchet mean of the 
training sample. The projected model indicates the closest 
model to the test model in the trained shape space, accord
ing to geodesic distances d in the feature space. The closer 
ρ2 is to 1, the better predictability provided by the training. 

We carried out three experiments to evaluate how well 
the residual statistics help to improve the predictability of 
the shape space on the warped ellipsoids data set. 

In the first test we compared a) multiscale probability 
estimation using three global eigenmodes, corresponding to 
the modes we put in to the images, followed by another 4 
residual eigenmodes that capture most of the variations for 
each atom, with b) global probability estimation with only 
the three global modes. The projections introduced in sec
tion 3.1 were used to estimate the closest model in the train
ing space. We can see the improvement for the predictabil
ity of the multiscale shape space from Fig. 4. 

Second, we compared the multiscale approach with the 
single global scale, using the same total number of eigen
vectors for each of the atoms. That is, the raw dimension 
size (number of variables in all the eigenvectors taken to
gether) for the entire model in the global scale analysis is 
the same as for the multiscale analysis. To be specific, in the 
example of ellipsoid m-rep, we have the 189-dimensional 
vector representing an single object, and a 9-dimensional 
vector for each of the 21 atoms. Thus we were compar
ing the predicted space of 7 global modes, each of which 
is 189-dimensional, with the multiscale space composed of 
3 modes of 189 dimensions and an extra 4 modes of 9 di
mensions for each of the 21 atoms. Fig. 5 shows that the 

Figure 5. Prediction measurement comparison between the global 
scale and the multiscale approach, using the same total number of 
eigenvectors for each atom. 

global-scale strategy requires 160 training samples to pro
duce the same quality of estimation as provided by the mul
tiscale strategy with 40 samples. We suspect that for other 
High Dimensional Low Sample Size (HDLSS) problems of 
shape analysis, the probabilistic multiscale framework will 
also be a better choice. 

In our third experiment we compared the aforementioned 
multiscale analysis to a global analysis with the same to
tal number of inherent dimensions, i.e., the same number 
of coefficients to be determined for each model. There are 
87 such coefficients. The ρ2 values for the global analysis 
were larger for each training sample size. However, opti
mizing over 87 coefficients at once is far less efficient and 
more likely to yield local optima than the successive opti
mization over far fewer dimensions at each stage provided 
by the multiscale approach. 



4. Segmentation Results and Discussion 
The real world data has more complicated shape varia

tions and intensity patterns. We tested the methodology on 
a data set of CT images from 5 patients, and on-average 16 
daily CT scans of the male pelvic area taken for each patient 
during the image-guided radiation therapy. The image has 
an in-plane resolution of 512×512 with pixel dimension of 
0.98 mm × 0.98 mm and an inter-slice distance of 3 mm. 
The manual segmentation by an expert was provided. 

For each patient, we first carried out a leave-one-day-out 
study on the bladder. Training was done on all other days 
when segmenting the target day. The results were compared 
with the manual segmentations and measured in terms of 
average closest surface point distance. Fig. 6 depicts the 
segmentation results . The graph is arranged by sorting each 
case based on the measurement for the object stage result. 
The three data points for each case show the metrics for the 
atom stage result, the object stage result and the training 
model as the reference respectively. As we can see from the 
figure, almost every case is more or less improved by the 
atom stage. The observed improvements in average surface 
distance, on the order of 0.1 millimeter, were often the re
sult of significant improvements, i.e. of several millimeters, 
localized to just a few regions of the model. And the atom 
scale improvement can be seen across the population, which 
on average brings the accuracy into the subvoxel level. We 
also found that the improvements in the bladder segmenta
tion are most noticeable at parts of the boundary where the 
contrast is high. 

In addition, we applied the statistical atom stage to a 
leave-one-patient-out [14] study. Among the 5 patients, one 
was chosen as the target patient and the other 4 became the 
training sample. We pooled the trained variations from dif
ferent patients together after a pelvic bone based alignment 
[14]. During the segmentation time, we took the previous 
days’ mean model as the initialization for the next day’s im
age segmentation, with the first day’s segmentation being 
provided beforehand. Compared to the leave-one-day-out 
study, although the training sample size is about 3 times 
larger, this experiment was more challenge in terms of the 
more varied shape space across different patients and the 
less strong correspondences for the local regions across pa
tients. Nevertheless, the refinement results can be seen from 
Fig. 6, where we can see the encouraging refinement. 

An example of typical bladder segmentation results is 
shown to demonstrate how much the difference made by the 
atom stage visually on the boundaries. Fig.7 shows the 3D 
surface of the m-rep models of the object stage result (left) 
and the atom stage result (right), and Fig. 8 shows the three 
orthogonal views through the models with the correspond
ing slices of gray scale CT image as the background. In 
this case the average surface distance is reduced from 1.38 
mm at the object stage to 1.15 mm after the atom stage, and 
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Figure 6. Leave-one-day-out(upper) and leave-one-patient-out 
(lower) bladder segmentation results for the 5 patients, measured 
by average surface distance. Cases are sorted by the object stage 
results. Two curves represent the atom stage and object stage re
sults separately; The other training curve measures the fit of the 
training/ground-truth m-reps and thus represent the best possible 
segmentations. 

Figure 7. Comparison of object stage result (left) and the atom 
stage result (right): rendered surfaces of a particular bladder case. 

volume overlap is increased from 92.3% to 93.8%. 
From the CT image segmentation, we conclude that the 

local residual statistics work effectively. For the low con
trast regions where even human have difficulties to locate 



Figure 8. Comparison of object stage contours (black) and the 
atom stage contours (white) in 2D slices from sagittal (left), ax
ial (middle) and coronal (right) views for one typical bladder case. 

the boundary, the atom stage tends to be neither helpful nor 
harmful. 

5. Conclusion 
In this paper, we have presented a novel method to apply 

posterior optimization segmentation in a multiscale fashion 
by using the residual statistics locally. Our study suggests 
that the shape residual statistics are effective to restrict re
sults in the trained shape space and to penalize the local 
deformation towards better posterior estimates, combined 
with the image appearance likelihood. We showed the im
proved robustness of multiscale statistics by measuring the 
squared correlation metric within a large simulated data set 
with random selected test groups and training groups vari
ous sample sizes. Also segmentation experiments on 79 CT 
bladder images demonstrated improved segmentation accu
racy by the local scale refinement. 

Besides m-reps, the usage of the local residual statistics 
is applicable to all sorts of representations with a notion 
of locality. Further investigation on the robustness of the 
method against noisy real world data via ρ2 test needs to be 
carried out on a large real world data set. 
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