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#### Abstract

Summary A general framework for a novel non-geodesic decomposition of high dimensional spheres or high dimensional shape spaces for planar landmarks is discussed. The decomposition, Principal Nested Spheres, finds a sequence of submanifolds with decreasing intrinsic dimensions, which can be interpreted as an analogue of Principal Component Analysis (PCA). In a number of real datasets, an apparent one dimensional mode of variation curving through more than one geodesic component is captured in the lowest dimensional Principal Nest Sphere (PNS). While analysis of PNS provides intuitive and flexible decomposition of the high dimensional sphere, an interesting special case of PNS results in finding principal geodesics, similar to those from previous approaches to manifold PCA. An adaptation of PNS to Kendall's shape space is discussed, and a computational algorithm for fitting PNS is proposed. The result of PNS provides a coordinate system to visualize the data structure, and an intuitive summary of principal modes of variation, as exemplified by several interesting spherical and shape data sets.
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## 1. Introduction

This paper proposes a general framework for a novel decomposition of a high dimensional sphere, which is the sample space of directions (Fisher (1993), Fisher et al. (1993), Mardia \& Jupp (2000)) and pre-shapes in Kendall's statistical theory of landmark shapes (Kendall (1984), Dryden \& Mardia (1998)). The proposed decomposition method, Principal Nested Spheres (PNS), is a flexible extension of Principal Component Analysis (PCA) for curved manifolds. PCA provides an effective means of analyzing the main modes of variation of the dataset and also gives a basis for dimension reduction. There have been a number of extensions of PCA to
manifold-valued data, most of which find principal geodesics (Fletcher et al. (2004), Huckemann \& Ziezold (2006), Huckemann et al. (2010), Kenobi et al. (2010)).

A geodesic on a manifold is a shortest path between two points and can be understood as analogues of straight lines in Euclidean space. In particular, a geodesic on a sphere is a great circle path. The precise definition of geodesics on a sphere can be found in Eq. (A1), Appendix 8.

There has been a concern that when non-geodesic variation is major and apparent, the geodesic based PCA does not give a fully effective decomposition of the space. As an example, a dataset of shapes representing human movements, discussed later in Section 6.3 and introduced in Kume et al. (2007), is plotted in Fig. 1, using the first two principal component directions. In this dataset and many other interesting real data sets, the major one dimensional variation of the data curves through at least two components, and thus at least two dimensions are needed to explain the major variation. PNS decomposes the data space in a way that the major one dimensional variation is linearly represented, as shown in the bottom of Fig. 1.

For a unit $d$-sphere $S^{d}$, which is the set of unit vectors in $\mathbb{R}^{d+1}$, PNS gives a decomposition of $S^{d}$ that captures the non-geodesic variation in a lower dimensional sub-manifold. The decomposition sequentially provides the best $k$-dimensional approximation $\mathfrak{A}_{k}$ of the data for each $k=0,1, \ldots, d-1 . \mathfrak{A}_{k}$ is called the $k$-dimensional PNS, since it is essentially a sphere and is nested within (i.e. a sub-manifold of) the higher dimensional PNS. The sequence of PNS is then

$$
\mathfrak{A}_{0} \subset \mathfrak{A}_{1} \subset \cdots \subset \mathfrak{A}_{d-1} \subset S^{d}
$$

Since the preshape space of two dimensional landmark based shapes is also a hypersphere, the method can be readily applied to shape data, with some modifications (see Section 5). The analysis of PNS provides intuitive approximations of the directional or shape data for every dimension, captures the non-geodesic variation, and provides intuitive visualization of the major variability in terms of shape changes.

The procedure of fitting PNS involves iterative reduction of the dimensionality of the data. We first fit a $d-1$ dimensional subsphere $\mathfrak{A}_{d-1}$ of $S^{d}$ that best approximates the data. This subsphere is not necessarily a great sphere (i.e. a sphere with radius 1 , analogous to the great circle for $S^{2}$ ), which makes the resulting decomposition non-geodesic. Nevertheless, $\mathfrak{A}_{d-1}$ can be treated as if it was the unit $(d-1)$-sphere by some geometric facts discussed in Section $2 \cdot 1$ and in Appendix 8 in greater detail. Each data point has an associated residual, which is the geodesic distance to its projection on $\mathfrak{A}_{d-1}$. Then for the data projected onto the subsphere, we continue to search for the best fitting $d-2$ dimensional subsphere. These steps are iterated to find lower dimensional PNS. A detailed discussion of the procedure is in Section 2. For visualization and further analysis, we obtain an Euclidean-type representation of the data, essentially consisting of the residuals of each level. The first two coordinates of this representation, related to the one and two dimensional PNS, applied to the human movement data are plotted in Fig. 1.

In Fig. 1, PNS (bottom panel) has less curving variation. The proportion of variance in the 1-d PNS is almost the proportion of the sum of the first two geodesic component variances. That is, the variation explained by two geodesic components is attained in only one component of the PNS. Moreover, the graph in the top panel is indeed obtained by a special case of PNS analysis, which is similar to the geodesic-based PCA, as discussed in Section 2.6.

The procedure of PNS tends to find smaller spheres than the great sphere. Since this may cause an overfitting of the data, we developed a test procedure that can be applied to each layer to prevent the overfitting (see Section 3). A computational scheme for fitting PNS is proposed in Section 4. Necessary considerations and modifications for planar shape data are discussed in Section 5. In Section 6, we describe applications of the method to several interesting real datasets.


Fig. 1. Human movement data: (top) Scatter plot of two major geodesic components, where the different symbols represent different tasks, and samples for each task are interpolated. (bottom) Scatter plot of the first two PNS. The number\% is the percent variance explained. The first PNS captures more of the interesting variation.

We conclude with discussions. Appendix (Sections 8 \& 9) contains some geometric background to help define PNS, and proofs of the theorems.

## 2. Principal Nested Spheres

## 2•1. Geometry of Nested Spheres

We begin with describing essential geometric background for nested spheres. More detailed discussion of the arguments in this section can be found in Appendix 8.

For a unit sphere $S^{d}$, a geodesic joining any two points is a great circle joining the two points. A natural distance function on $S^{d}$ is the Riemannian (geodesic) distance function $\rho_{d}(\cdot, \cdot)$ defined as the length of the shortest great circle segment joining $\mathbf{x}, \mathbf{y} \in S^{d}, \rho_{d}(\mathbf{x}, \mathbf{y})=\cos ^{-1}\left(\mathbf{x}^{T} \mathbf{y}\right)$.

A sequence of nested spheres of $S^{d}$ is roughly a set of lower dimensional submanifolds that are essentially spheres. In the following, the precise form of nested spheres is introduced. We first define a subsphere of $S^{d}$, which induces the nested spheres.

Definition 1. A subsphere $A_{d-1}$ of $S^{d}$ is defined by an orthogonal axis $\mathbf{v} \in S^{d}$ and a distance $r \in(0, \pi / 2]$, as follows:

$$
A_{d-1}(\mathbf{v}, r)=\left\{\mathbf{x} \in S^{d}: \rho_{d}(\mathbf{v}, \mathbf{x})=r\right\},
$$

where $\rho_{d}(\cdot, \cdot)$ is the geodesic distance function on $S^{d}, d \geqslant 2$.
The subsphere $A_{d-1}$ can be viewed as an intersection of $S^{d} \subset \mathbb{R}^{d+1}$ and an affine $d$ dimensional hyperplane, $\left\{\mathbf{x} \in \mathbb{R}^{d+1}: \mathbf{v}^{T} \mathbf{x}-\cos (r)=0\right\}$. In other words, $A_{d-1}$ is identified with a "slicing" of $S^{d}$ with the affine hyperplane, an example of which is illustrated as a shaded plane in Fig 2. A subsphere $A_{d-1}$ is indeed a $d-1$ dimensional nested sphere $\mathfrak{A}_{d-1}$ of $S^{d}$.

The subsphere $A_{d-1}$ is isomorphic to $S^{d-1}$, as shown in Proposition 1, so we can treat the subsphere as a unit sphere $S^{d-1}$. This is done by an isomorphism $f_{1}: A_{d-1} \rightarrow S^{d-1}$ and its


Fig. 2. The subsphere $A_{d-1}\left(\mathbf{v}_{1}, r_{1}\right)$ in $S^{d}$ and its relation to $S^{d-1}$, through the isomorphism $f_{1}$. Recursively, $A_{d-2}\left(\mathbf{v}_{2}, r_{2}\right)$ is found in $S^{d-1}$, and is isomorphic to $S^{d-2}$ with the isomorphism $f_{2}$.
inverse $f_{1}^{-1}$, defined in Eq. 1 below and also depicted in Fig. 2. Now a subsphere $A_{d-2}$ of $S^{d-1}$ can be obtained by applying Def. 1 with dimension $d$ reduced by 1 . For a general subsphere $A_{d-k}$ of $S^{d-k+1}$, where $k=1, \ldots, d-1$, we also use the isomorphic transformation $f_{k}: A_{d-k} \rightarrow$ $S^{d-k}$ and its inverse $f_{k}^{-1}$. Let $m=d-k+1$, so that the subsphere $A_{d-k} \in S^{m} \subset \mathbb{R}^{m+1}$. The transformations are defined by $\mathbf{v}_{k} \in S^{m}$ and $r_{k} \in(0, \pi / 2]$ as

$$
\begin{align*}
f_{k}(\mathbf{x}) & =\frac{1}{\sin \left(r_{k}\right)} \mathbf{R}^{-}\left(\mathbf{v}_{\mathbf{k}}\right) \mathbf{x}, \mathbf{x} \in A_{d-k}, \\
f_{k}^{-1}\left(\mathbf{x}^{\dagger}\right) & =\mathbf{R}^{T}\left(\mathbf{v}_{\mathbf{k}}\right)\left[\begin{array}{c}
\sin \left(r_{k}\right) \cdot \mathbf{x}^{\dagger} \\
\cos \left(r_{k}\right)
\end{array}\right], \mathbf{x}^{\dagger} \in S^{d-k}, \tag{1}
\end{align*}
$$

where $\mathbf{R}\left(\mathbf{v}_{\mathbf{k}}\right)$ is the $(m+1) \times(m+1)$ rotation matrix that moves $\mathbf{v}_{\mathbf{k}}$ to the north pole (see Appendix 8), and $\mathbf{R}^{-}\left(\mathbf{v}_{\mathbf{k}}\right)$ is the $m \times(m+1)$ matrix consisting of the first $m$ rows of $\mathbf{R}\left(\mathbf{v}_{\mathbf{k}}\right)$.

The subspheres $A_{d-k}$ are defined in different spaces (in $S^{d-k+1}$ for each $k$ ). A nested sphere is defined by the subsphere located in the original space $S^{d}$.

Definition 2. $A d-k$ dimensional nested sphere $\mathfrak{A}_{d-k}$ of $S^{d}$ is defined as

$$
\mathfrak{A}_{d-k}= \begin{cases}f_{1}^{-1} \circ \cdots \circ f_{k-1}^{-1}\left(A_{d-k}\right) & \text { if } k=2, \ldots, d-1 \\ A_{d-1} & \text { if } k=1\end{cases}
$$

A $d-k$ dimensional nested sphere $\mathfrak{A}_{d-k}$ is indeed identified with a slicing of $S^{d}$ by a $d-k+$ 1 dimensional affine hyperplane. Note that, however, we work with each $S^{d-k}$, as it is logically simple in terms of dimensionality reduction as described in Section 2•3.

### 2.2. The Best Fitting Subsphere

Let $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ be samples in $S^{d}, d \geqslant 2$. We first define the residual $\xi$ of $\mathbf{x}$ from a subsphere $A_{d-1}\left(\mathbf{v}_{1}, r_{1}\right)$ of $S^{d}$ as the signed length of the minimal geodesic that joins $\mathbf{x}$ to $A_{d-1}$. Then $\xi=$ $\rho_{d}\left(\mathbf{x}, \mathbf{v}_{1}\right)-r_{1}$. The sign of $\xi$ is negative if $\mathbf{x}$ is in the interior of the geodesic ball corresponding to $A_{d-1}$, and is positive if x is in the exterior.

The best fitting subsphere $\widehat{A}_{d-1} \equiv A_{d-1}\left(\hat{\mathbf{v}}_{1}, \hat{r}_{1}\right)$ is found by minimizing the sum of squares of residuals of the data points to $\widehat{A}_{d-1}$. In other words, $\hat{\mathbf{v}}_{1}$ and $\hat{r}_{1}$ minimize

$$
\begin{equation*}
\sum_{i=1}^{n} \xi_{i}\left(\mathbf{v}_{1}, r_{1}\right)^{2}=\sum_{i=1}^{n}\left\{\rho_{d}\left(\mathbf{x}_{i}, \mathbf{v}_{1}\right)-r_{1}\right\}^{2} \tag{2}
\end{equation*}
$$

among all $\mathbf{v}_{1} \in S^{d}, r_{1} \in(0, \pi / 2]$.
Note that the method can be extended using other objective functions, e.g. sum of absolute deviations for more robust fitting.

Each $\mathbf{x}_{i}$ can be projected on $\widehat{A}_{d-1}$ along the minimal geodesic that joins $\mathbf{x}$ to $\widehat{A}_{d-1}$. The projection of $\mathbf{x}$ onto $A_{d-1}$ is defined as

$$
\begin{equation*}
P\left(\mathbf{x} ; A_{d-1}(\mathbf{v}, r)\right)=\frac{\sin (r) \mathbf{x}+\sin \left(\rho_{d}(\mathbf{x}, \mathbf{v})-r\right) \mathbf{v}}{\sin \left\{\rho_{d}(\mathbf{x}, \mathbf{v})\right\}} \tag{3}
\end{equation*}
$$

Denote $\mathbf{x}^{P}=P\left(\mathbf{x} ; \widehat{A}_{d-1}\right) \in \widehat{A}_{d-1}$ for the projected $\mathbf{x}$. We use the isomorphism $\hat{f}_{1} \equiv$ $f\left(\hat{\mathbf{v}}_{1}, \hat{r}_{1}\right)$, as defined in Eq. (1), to transform $\widehat{A}_{d-1}$ to $S^{d-1}$ so that $\hat{f}_{1}\left(\mathbf{x}_{i}^{P}\right) \in S^{d-1}$.

### 2.3. The sequence of Principal Nested Spheres

The sequence of PNS are fully meaningful when they are in the same space. On the other hand, utilizing the isomorphic spaces of the nested spheres, i.e. the unit spheres, makes the process simpler. Therefore the procedure to find the sample PNS consists of iteratively finding the best fitting subsphere and mapping to the original space.

The $d-1$ dimensional sample PNS $\widehat{\mathfrak{A}}_{d-1}$ is the same as the best fitting subsphere $A_{d-1}\left(\hat{\mathbf{v}}_{1}, \hat{r}_{1}\right)$ because both are in the original space $S^{d}$. The second layer, the $d-2$ dimensional sample PNS, is obtained from the subsphere that best fits $\hat{f}_{1}\left(\mathbf{x}_{i}^{P}\right) \in S^{d-1}$. The best fitting subsphere $A_{d-2}\left(\hat{\mathbf{v}}_{2}, \hat{r}_{2}\right)$ is then mapped to $S^{d}$ by the relevant isomorphism $f_{1}^{-1}$ and becomes $\widehat{\mathfrak{A}}_{d-2}$.

In general, we recursively find the sequence of best fitting subspheres from the projected and transformed samples, i.e. $\mathbf{x} \mapsto \hat{f}_{k}\left(P\left(\mathbf{x} ; \widehat{A}_{d-k}\right)\right)$. In the ' $k$ th level', where we fit a subsphere from $S^{d-k+1}$, we denote the best fitting subsphere as $\widehat{A}_{d-k} \equiv A_{d-k}\left(\hat{\mathbf{v}}_{k}, \hat{r}_{k}\right)$ and keep residuals $\xi_{i} \equiv \xi_{i, d-k}, i=1, \ldots, n$, for later use as analogs of principal component scores.

The lowest level best fitting subsphere $\widehat{A}_{1}$ is then a small circle isomorphic to $S^{1}$. No further sphere or circle can be used to reduce the dimensionality. Instead, we find the Fréchet mean (Fréchet (1944, 1948) and Karcher (1977)) $\widehat{A}_{0}$ of $\mathbf{x}_{1}^{\dagger}, \ldots, \mathbf{x}_{n}^{\dagger}$ (the projected and transformed samples in $S^{1}$ ) which can be thought of as a best 0 -dimensional representation of the data in the framework of PNS. The Fréchet mean $\widehat{A}_{0}$ is defined as the minimizer of the squared distances to the $\mathbf{x}_{i}^{\dagger} \mathrm{s}$, i.e.

$$
\widehat{A}_{0}=\underset{\mathbf{x} \in S^{1}}{\operatorname{argmin}} \sum_{i=1}^{n} \rho_{1}\left(\mathbf{x}, \mathbf{x}_{i}^{\dagger}\right)^{2}
$$

The Fréchet mean is unique when the support of $\mathbf{x}_{i}^{\dagger}$ is a proper subset of a half circle in $S^{1}$, which is often satisfied in practice. If there are multiple Fréchet means, then careful inspection of the data must be followed. A typical case for having multiple means is that the data are uniformly distributed on the circle. If this is the case, then $\widehat{A}_{0}$ can be chosen to be any solution of the above criterion, and since it does not summarize the data well we may not lay much emphasis on $\widehat{A}_{0}$.

The sequence of best fitting subspheres including the $\widehat{A}_{0}$ can be located in the original space $S^{d}$, as follows.

Definition 3. The sequence of sample Principal Nested Spheres in $S^{d}$ is then $\left\{\widehat{\mathfrak{A}}_{0}, \widehat{\mathfrak{A}}_{1}, \ldots, \widehat{\mathfrak{A}}_{d-1}\right\}$, where

$$
\widehat{\mathfrak{A}}_{d-k}= \begin{cases}\hat{f}_{1}^{-1} \circ \cdots \circ \hat{f}_{k-1}^{-1}\left(\widehat{A}_{d-k}\right) \text { if } k=2, \ldots, d, \\ \widehat{A}_{d-1} & \text { if } k=1 .\end{cases}
$$

We call $\widehat{\mathfrak{A}}_{0}$ the PNSmean.

### 2.4. Euclidean-type representation

We wish to represent the data in an Euclidean space for visualization and further analysis.
Recall that in the $k$ th level of the procedure, we have collected the signed residuals which we denote by $\xi_{i, d-k}, i=1, \ldots, n$. These were measured by the metric $\rho_{d-k}$ in a space different from $S^{d}$. Therefore we scale these residuals by multiplying $\prod_{i=1}^{k-1} \sin \left(\hat{r}_{i}\right)$ which makes the magnitude of residuals commensurate (see Proposition 2). We put the scaled residuals in a row vector

$$
\Xi(d-k)_{1 \times n} \doteq \prod_{i=1}^{k-1} \sin \left(\hat{r}_{i}\right)\left[\xi_{1, d-k}, \ldots, \xi_{n, d-k}\right]
$$

We further define $\xi_{i, 0}$ as the $i$ th sample's signed deviation from $\widehat{A}_{0}$ measured by $\rho_{1}$. Similar to before, rescale the deviations and let

$$
\Xi(0)_{1 \times n} \doteq \prod_{i=1}^{d-1} \sin \left(\hat{r}_{i}\right)\left[\xi_{1,0}, \ldots, \xi_{n, 0}\right]
$$

These commensurate residuals are combined into a $d \times n$ data matrix

$$
\widehat{X}_{P N S}=\left[\begin{array}{c}
\Xi(0) \\
\Xi(1) \\
\vdots \\
\Xi(d-1)
\end{array}\right]
$$

where each column is the corresponding sample's coordinates in terms of the sample PNS. Each entry in row $k$ works like the $k$ th principal component score.

The data matrix $\widehat{X}_{P N S}$ can be used to visualize the structure of the data. For example, the graph in Fig. 1 is a scatterplot of $\Xi(0)$ and $\Xi(1)$. The variance of each component is defined by the variance of the corresponding residuals. Moreover, conventional multivariate statistics based on Euclidean space can be applied to $\widehat{X}_{P N S}$ for further analysis (e.g. PCA and classification methods).

### 2.5. Principal Arcs

In analogy to the principal component directions in Euclidean space, or the manifold extension principal geodesics, the principal arcs that represent the direction of major variations are defined by PNS. These arcs are space curves lying in the manifold $S^{d}$, which frequently are not equivalent to any geodesic.

Given a sequence of PNS $\left\{\widehat{\mathfrak{A}}_{0}, \widehat{\mathfrak{A}}_{1}, \ldots, \widehat{\mathfrak{A}}_{d}-1\right\}$, the first principal arc coincides with the 1 $d$ PNS $\widehat{\mathfrak{A}}_{1}$. This arc may be parameterized by the signed distance from the PNSmean $\widehat{\mathfrak{A}}_{0}$. In the space of the Euclidean-type representation $\widehat{X}_{P N S}$, the first principal arc coincides with the direction $\mathbf{e}_{1}=(1,0, \ldots, 0)^{T}$.

The second principal arc lies in $\widehat{\mathfrak{A}}_{2}$ and is orthogonal to the first principal arc at all points in common. The first and second arcs cross at $\widehat{\mathfrak{A}}_{0}$ and also at the farthest point from $\widehat{\mathfrak{A}}_{0}$ on $\widehat{\mathfrak{A}}_{1}$. The second arc is in general a small cirle in $S^{d}$ but is identified with a great circle in $S^{2}$, the isomorphic space of $\widehat{\mathfrak{A}}_{2}$. The second principal arc in $S^{2}$ must pass through the axis $\mathbf{v}_{d-1}$ in order to be orthogonal to the first. This arc may be parameterized by the signed distance from $\widehat{\mathfrak{A}}_{0}$, and coincides with the direction $\mathbf{e}_{2}$ in the space of $\widehat{X}_{P N S}$.

The higher order principal arcs are defined in the same manner. The $k$ th principal arc can be defined and identified with the direction $\mathbf{e}_{k}$ in the space of $\widehat{X}_{P N S}$. The $k$ th arc is then orthogonal to the principal arcs of order $1, \ldots, k-1$, and passes through the PNSmean.

In addition, a space curve in $S^{d}$ may be parameterized by the coordinates of the Euclidean-type representation. Fitting a space curve that further smooths the data is a separate issue.

### 2.6. Principal Nested Spheres restricted to Great Spheres

An important special case of the PNS is obtained by setting $r=\pi / 2$ for each subsphere fitting. This restriction leads to the nested spheres being great spheres, and the principal arcs become geodesics. In all data sets we tested, the resulting principal geodesics are similar to the previous geodesic-based PCA methods. In the following, we indicate this special case as Principal Nested Great spheres (PNG).

We conjecture that the principal geodesics, found by PNG, are more similar to the Geodesic Principal Component of Huckemann et al. (2010) than the usual tangent space projection methods. This is mainly because any pre-determined mean (either geodesic mean or Procrustes mean) is not used in PNG nor Huckemann's. The PNSmean in this special case is similar to the notion of mean of Huckemann, and is identical when the sphere has dimension $d=2$. Although we have not yet found a significant difference of PNG than previous methods, we point out that the PCA extension approach of PNG (and PNS) is different from those methods. See Section 7 for discussion on this.

## 3. Prevention of overfitting by Sequential tests

## 3•1. Significance of small sphere fitting

In this section, the significance of small spheres against the great sphere is discussed. We propose a test procedure consisting of two different tests for each level of subsphere fitting. Similar to the backward regression procedure, sequentially testing small spheres at each layer may prevent overfitting.

There are two cases where a great sphere provides more appropriate fit to the data, yet the sum of squared residuals is minimized by a small sphere. The first case is where a true major variation is along a great sphere, an example of which on $S^{2}$ is illustrated in Fig 3a. The second case is when the underlying distribution is isotropic with a single mode, so that there is no major variation along any direction. An example of such a distribution is $N\left(\mathbf{0}, \mathbf{I}_{k}\right)$ (in linear space), or the von Mises-Fisher distribution on $S^{d}$ (Fisher (1953), Mardia \& Jupp (2000)), as illustrated in Fig 3b. In this situation, small spheres centered at the point of isotropy are frequently obtained, which do not give a useful decomposition.

We have developed two different tests to handle these cases. The first is a likelihood ratio test (LRT) for the detection of the first case above (Fig 3a), which tests the significance of the reduction of residual variances. The second is a parametric bootstrap test aimed at the second case above(Fig 3b), which tests the isotropy of the underlying distribution. A detailed description of the tests is given in the following subsections. A procedure to apply these tests to PNS fitting is then discussed in Section 3.4.

### 3.2. Likelihood ratio test

We define a likelihood ratio statistic for each level to sequentially test the significance of small sphere fitting against the great sphere.
For the $k$ th level of the procedure, where $A_{d-k}$ is fitted to $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in S^{d-k+1}$, we assume that the deviations of the samples $\mathbf{x}_{i}$ from the subsphere $A_{d-k}(\mathbf{v}, r)$ are independent $N\left(0, \sigma^{2}\right)$.


Fig. 3. Simulated data examples on $S^{2}$ projected by an equal area projection, and the fitted best small (solid) and great (dotted) spheres, which are arcs in this two dimensional case. (a) The LRT gives the p-value 0.565 , while p value of the bootstrap test is 0 . The LRT detects the overfitting. (b) The LRT leads to p-value $\approx 0$ ), and the bootstrap p -value is 0.82 . The bootstrap test detects the overfitting. (c) When the fitted small sphere (circle) is not overfitted, both tests give very small p-values $(\approx 0)$. This assures that the small sphere is not overly fitted.

It makes more sense when a truncated Normal distribution on a range $[-\pi / 2, \pi / 2]$ is assumed. However unless the data spread too widely (e.g. Uniform on the sphere), the distribution will be approximately Normal. Thus we use the approximate likelihood function of $\left(\mathbf{v}, r, \sigma^{2}\right)$, given by

$$
L\left(\mathbf{v}, r, \sigma^{2} \mid \mathbf{x}_{1}^{n}\right)=\frac{1}{\left(2 \pi \sigma^{2}\right)^{n / 2}} \exp \left(-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(\rho\left(\mathbf{x}_{i}, \mathbf{v}\right)-r\right)^{2}\right)
$$

where $\rho$ is the geodesic distance function on $S^{d-k+1}$. The approximate maximum likelihood estimator (m.l.e.) of ( $\mathbf{v}, r$ ) coincides with ( $\hat{\mathbf{v}}, \hat{r}$ ), the solution of Eq. (2), and the approximate m.l.e. of $\sigma^{2}$ is given by $\hat{\sigma}^{2}=n^{-1} \sum_{i=1}^{n} \xi_{i}(\hat{\mathbf{v}}, \hat{r})^{2}$, which is obtained by differentiating the loglikelihood function and setting the derivative equal to zero.

We can test $H_{0 a}: r=\pi / 2$ (i.e. the great sphere), versus $H_{1 a}: r<\pi / 2$ (i.e. some small sphere), using a likelihood ratio test. The m.l.e. of ( $\mathbf{v}, r, \sigma^{2}$ ) under $H_{0 a}$ is given by ( $\hat{\mathbf{v}}^{0}, \pi / 2, \hat{\sigma}_{0}^{2}$ ), where $\hat{\mathbf{v}}^{0}$ minimizes the sum of squared residuals of Eq. (2) with $r=\pi / 2$, and $\hat{\sigma}_{0}^{2}=$ $n^{-1} \sum_{i=1}^{n} \xi_{i}\left(\hat{\mathbf{v}}^{0}, \pi / 2\right)^{2}$. The log-likelihood ratio is $\left(\hat{\sigma}^{2} / \hat{\sigma}_{0}^{2}\right)^{-n / 2}$. Then using Wilks' theorem, for large samples $n \log \left(\hat{\sigma}^{2} / \hat{\sigma}_{0}^{2}\right) \approx \chi_{1}^{2}$ under $H_{0 a}$, and the test rejects $H_{0 a}$ in favor of $H_{1 a}$ for large values of $n \log \left(\hat{\sigma}^{2} / \hat{\sigma}_{0}^{2}\right)$.

### 3.3. Parametric bootstrap test

For each level of PNS fitting, suppose $\mathbf{X} \in S^{m}$ has a distribution function $F_{\mathbf{X}}$. We wish to test for the underlying distribution $F_{\mathbf{X}}, H_{0 b}: F_{X}$ is an isotropic distribution with a single mode, versus $H_{1 b}$ : not $H_{0 b}$ (i.e. anisotropic). We develop a parametric bootstrap test with an assumption of the von Mises-Fisher distribution. The von Mises-Fisher distribution is an analogue of Normal distribution on the unit sphere with concentration parameter $\kappa$ and directional parameter $\mu$, denoted as $\operatorname{vMF}(\mu, \kappa)$.

We build a test statistic that is large when $F_{X}$ is neither isotropic nor having a single mode. For this purpose, we derive the following test statistic. Given $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in S^{m}$, estimate the best fitting subsphere $A(\hat{\mathbf{v}}, \hat{r})$ as done in Eq. (2). Let $\zeta_{i}=\rho_{d}\left(\mathbf{x}_{i}, \hat{\mathbf{v}}\right)=\cos ^{-1}\left(\mathbf{x}_{i}^{T} \hat{\mathbf{v}}\right)$ be the radial distances from the axis of the subsphere. Then the test statistic to use is the coefficient of variation
of $\zeta$,

$$
Z=Z\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)=\frac{\bar{\zeta}}{\operatorname{std}(\zeta)}=\frac{\frac{1}{n} \sum_{i=1}^{n} \zeta_{i}}{\sqrt{\frac{1}{n-1} \sum_{i=1}^{n}\left(\zeta_{i}-\bar{\zeta}\right)^{2}}}
$$

The next step is to estimate a null distribution of this statistic. We have assumed that under $H_{0 b}, F_{\mathbf{X}}$ is $\operatorname{vMF}(\mu, \kappa)$. The unknown parameters are estimated from the data. $\mu$ is estimated by a standard likelihood approach, see Mardia \& Jupp (2000). For an estimate of $\kappa$, Banerjee et al. (2005) empirically derived an approximation of the m.l.e. of $\kappa$. The estimates are

$$
\hat{\mu}^{M L E}=\frac{r}{\|r\|}=\frac{\sum_{i=1}^{n} x_{i}}{\left\|\sum_{i=1}^{n} x_{i}\right\|}, \hat{\kappa}^{M L E} \approx \frac{\bar{r}(d+1)-\bar{r}^{3}}{1-\bar{r}^{2}}
$$

where $\bar{r}=\frac{\|r\|}{n}$. Then we generate $B \geqslant 100$ random samples of size $n$ from $\operatorname{vMF}\left(\hat{\mu}^{M L E}, \hat{\kappa}^{M L E}\right)$ and calculate $Z_{1}, \ldots, Z_{B}$. The test rejects $H_{0 b}$ with a significance level $\alpha$ if

$$
\frac{1}{B} \sum_{i=1}^{B} 1_{\left\{Z_{i}>Z\right\}}<\alpha
$$

### 3.4. Application procedure

As discussed in section 2•3, a sequence of sample PNS is obtained by iterative fitting of subspheres. In each layer of subsphere fitting, both of the tests developed in this section will be used, due to the observation in Fig. 3. We first illustrate how these tests are applied to the examples in Fig. 3, then propose a procedure to apply the tests to the PNS fitting procedure.

Some typical data examples on the 2-sphere and the results of the two tests are illustrated in Fig. 3. When the true major variation is along a great circle, as in Fig. 3a, the LRT works well and accepts $H_{0 a}$ (great sphere) but the bootstrap test rejects $H_{0 b}$. On the other hand, when the underlying distribution is von Mises-Fisher, the LRT rejects $H_{0 a}$ in favor of $H_{1 a}$ : small sphere. However, the best fitting small sphere is frequently inappropriate, as shown in Fig. 3b. The bootstrap test accepts $H_{0 b}$ and thus can be used to detect such a case. Therefore, in order to prevent an overfitting, we proposed to sequentially apply both tests in each level of subsphere fitting. In a case where a true variation is along a small sphere, both tests reject the null hypotheses, and we assure that the small subsphere is not overfitting.

In each level of subsphere fitting, we use the following testing procedure to test the significance of "small" subsphere fitting.

1. Test $H_{0 a}$ versus $H_{1 a}$ by the likelihood ratio test. If $H_{0 a}$ is accepted, then fit a great sphere with $r=\pi / 2$ and proceed to the next layer.
2. If $H_{0 a}$ is rejected, then test the isotropy of the distribution by the parametric bootstrap test. If $H_{0 b}$ is accepted, then use great spheres for 'all' further subsphere fittings.
3. If both tests do not reject the null hypotheses, then use the fitted small sphere for decomposition.

Note that in step 2 , when $H_{0 b}$ is accepted, we use great sphere fitting not only for the level, but also for all further levels with smaller dimensions. This is because once $H_{0 b}$ is accepted, the underlying distribution at the level is assumed to be a von Mises-Fisher. An analogy in Euclidean space is $N\left(0, I_{k}\right)$ where a non-linear mode of variation is meaningless. Therefore, great spheres are used for all further nested spheres, without further application of tests.

Note that for $S^{d}$, we test at most $2(d-1)$ hypotheses. This brings us a multiple testing problem, i.e. using significance level $\alpha=0.05$ for every test may result in a larger overall type I
error. This phenomenon can be treated by, for example, using Bonferroni's correction. Deeper discussion of more advanced treatments, such as False Discovery Rate, is beyond the scope of this paper.

## 4. Computational Algorithm

The computation of sample PNS involves iterative applications of minimization, projection and transformation. We have given explicit formulas for the projection (Eq. 3) and the transformation (Eq. 1). The least squares problem (Eq. 2) is a constrained non-linear minimization problem. It can be solved by the doubly iterative algorithm described in Jung et al. (2010) with some modifications. The algorithm is best understood in two iterative steps: The outer loop finds the point of tangency to approximate $S^{d}$ by a tangent space; the inner loop solves an optimization problem in the linear space.

We make use of the exponential map and its inverse for mappings between the manifold and tangent spaces (see Helgason (2001) and Buss \& Fillmore (2001)). A tangent space at p $\in S^{m}$, $T_{\mathbf{p}} S^{m}$, is an affine $m$-dimensional vector space and can be identified by $\mathbb{R}^{m}$. Without loss of generality set the point of tangency $\mathbf{p}=\mathbf{e}_{m+1}=(0, \ldots, 0,1)$, because one can use the rotation operator $\mathbf{R}(\mathbf{p})$ to transform $\mathbf{p}$ to $\mathbf{e}_{m+1}$ while preserving all data structure. The exponential map $\operatorname{Exp}_{\mathbf{p}}: T_{\mathbf{p}} S^{m} \longrightarrow S^{m}$ is defined for $\mathbf{z} \in \mathbb{R}^{m} \cong T_{\mathbf{p}} S^{m}$,

$$
\operatorname{Exp}_{\mathbf{p}}(\mathbf{z})=\left(\frac{\sin (\|\mathbf{z}\|)}{\|\mathbf{z}\|} \mathbf{z}^{T}, \cos (\|\mathbf{z}\|)\right)^{T} \in S^{m}
$$

The inverse exponential map (log map) $\log _{\mathbf{p}}: S^{m} \longrightarrow T_{\mathbf{p}} S^{m}$ is defined for $\mathbf{x}=$ $\left(x_{1}, \ldots, x_{m+1}\right)^{T} \in S^{m}$,

$$
\log _{\mathbf{p}}(\mathbf{x})=\frac{\theta}{\sin (\theta)}\left(x_{1}, \ldots, x_{m}\right)^{T} \in \mathbb{R}^{m}
$$

where $\cos (\theta)=x_{m+1}$. These mappings preserve the distances to the point of tangency. By using the exponential mapping and its inverse, a hypersphere with radius $r$ in the tangent space corresponds to a subsphere in $S^{m}$ with distance $r$. In particular, $A_{m-1}(\mathbf{v}, r)$ is equivalent to the image of $\left\{\mathbf{x} \in \mathbb{R}^{m}:\|\mathbf{x}\|=r\right\}$ by $\operatorname{Exp}_{\mathbf{v}}$.

The algorithm finds a suitable point of tangency $\mathbf{v}$, which is also the center of the fitted subsphere. Given a candidate $\mathbf{v}_{0}$, the data are mapped to the tangent space $T_{\mathbf{v}_{0}} S^{m}$ by the $\log$ map. Write $\mathbf{x}_{i}^{\dagger}=\log _{\mathbf{v}_{0}}\left(\mathbf{x}_{i}\right)$, then the inner loop finds the minimizer of

$$
\min _{\mathbf{v}^{\dagger}, r} \sum_{i=1}^{n}\left(\left\|\mathbf{x}_{i}^{\dagger}-\mathbf{v}^{\dagger}\right\|-r\right)^{2}
$$

which is a non-linear least-squares problem and can be solved numerically by e.g. the LevenbergMarquardt algorithm (see e.g. Ch. 4 of Scales (1985)). The solution $\mathbf{v}^{\dagger}$ is then mapped to $S^{m}$ by the exponential map, and becomes the $\mathbf{v}_{1}$. This procedure is repeated until $\mathbf{v}$ converges.

A main advantage of this approach is the reduced difficulty of the optimization task. The inner loop solves an unconstrained problem in a vector space, which is much simpler than the original constrained problem on manifolds. Experience has shown that with a carefully chosen initial value, the algorithm has worked well in a wide range of simulated and real applications.

It becomes increasingly common in modern applied problems that the sample size is less than the dimension of the manifold, i.e. $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in S^{d}$ with $n \leqslant d$, which is frequently referred
to as the high dimension, low sample size situation (Hall et al. (2005), Dryden (2005)). In Euclidean space, the dimensionality of the data can be reduced to $n$ without losing any information. Likewise, the intrinsic dimensionality of the data on the hypersphere can be reduced to $n-1$, where additional reduction of 1 occurs because there is no 'origin' in $S^{d}$. For the simplest yet intuitive example, let $n=2$. Then there is a geodesic joining the two points, which is the submanifold containing all information. A generalization of this fact can be made for any $n>2$, by the following theorem.

Theorem 1. There exists an $n-1$ dimensional nested sphere $\mathfrak{A}_{n-1}$ of $S^{d}$ satisfying $\mathbf{x}_{i} \in$ $\mathfrak{A}_{n-1}$ for all $i=1, \ldots, n$. Moreover, there exist $\mathfrak{A}_{d-1} \supset \cdots \supset \mathfrak{A}_{n-1}$, all of which are great spheres (i.e. with radius 1).

As can be seen in the proof of the theorem in the Appendix, the singular value decomposition of the data matrix $\left[\mathbf{x}_{1} \cdots \mathbf{x}_{n}\right]$ gives the appropriate $\mathfrak{A}_{n-1}$. Let $\mathcal{L}_{1}^{n}$ be the vector space of dimension $n$ that all data points span. Then, the intersection of $\mathcal{L}_{1}^{n}$ and $S^{d}$ is the $n-1$ dimensional manifold $\mathfrak{A}_{n-1}$.

For a faster computation (when $n<d$ ), we reduce the dimensionality to $\mathfrak{A}_{n-1}$ by the singular value decomposition, and use the proposed algorithm to fit $\mathfrak{A}_{n-2}$, and so on.

## 5. Application to Planar shape space

## 5•1. Planar shape space

The shape of an object is what is left after removing location, scale, and rotation. The classical approach in shape analysis (see e.g. Dryden \& Mardia (1998)) is to work with (biological) landmarks of the objects. Each shape determined by a set of landmarks can be represented by a point in Kendall's (1984) shape space. A useful approach to understanding the non-Euclidean shape space is through preshape space, which is a high dimensional sphere. We begin by summarizing the Kendall's framework for shape data, followed by a discussion of necessary considerations to apply PNS to shape space through the preshape space.

Consider a set of $k>2$ landmarks in $\mathbb{R}^{2}$ and the corresponding configuration matrix $\mathbf{X}$, which is a $k \times 2$ matrix of Cartesian coordinates of landmarks. The preshape of the configuration $\mathbf{X}$ is invariant under translation and scale, which is given by $\mathbf{Z}=\mathbf{H X} /\|\mathbf{H X}\|$, where $\mathbf{H}$ is the $(k-1) \times k$ Helmert sub-matrix (Dryden \& Mardia, 1998, p. 34). Provided that $\|\mathbf{H X}\|>0$, $\mathbf{Z} \in S^{2(k-1)-1}$. The unit sphere $S^{2(k-1)-1}$ in $\mathbb{R}^{2(k-1)}$ is the space of all possible preshapes, and is called the preshape space.

The shape of a configuration matrix $\mathbf{X}$ can be represented by the equivalence set under rotation, $[\mathbf{Z}]=\{\mathbf{Z} \Gamma: \Gamma \in S O(2)\}$, where $S O(2)$ is the set of all $2 \times 2$ rotation matrices. The space of all possible shapes is then a non-Euclidean space called the shape space and is denoted by $\Sigma_{2}^{k}$.

We also write the preshape $\mathbf{Z}$ as a vectorized version $\mathbf{z}=\operatorname{vec}\left(\mathbf{Z}^{T}\right)$, where $\operatorname{vec}(\mathbf{A})$ is obtain by stacking the columns of the matrix $\mathbf{A}$ on top of one another. Then the following facts are well-known (see e.g. Kume et al. (2007) and Dryden \& Mardia (1998)).

Suppose that $\mathbf{v}, \mathbf{w} \in S^{2(k-1)-1}$ are preshapes satisfying $\mathbf{v}^{T} \mathbf{w} \geqslant 0$ and $\mathbf{v}^{T} \mathbf{M w}=0$, where $\mathbf{M}$ is the $2(k-1) \times 2(k-1)$ skew-symmetric matrix consisting of $k-1$ diagonal blocks

$$
\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right] .
$$

Then the geodesic that joins $\mathbf{v}$ to $\mathbf{w}, \mathbf{Q}(\mathbf{v} \rightarrow \mathbf{w}, \theta) \mathbf{v}, \theta \in[0, \pi / 2]$ is said to be a horizontal geodesic, and the Riemannian distance between $\mathbf{v}, \mathbf{w}$ is the same as the Riemannian distance between the corresponding shapes $[\mathbf{v}]$ and $[\mathbf{w}]$ in $\Sigma_{2}^{k}$.

For the preshapes $\mathbf{w}, \mathbf{z}_{1}, \mathbf{z}_{2}, \ldots, \mathbf{z}_{n}$, as long as the shapes of those are of interest, we assume without loss of generality that $\mathbf{w}^{T} \mathbf{v}_{i} \geqslant 0$ and $\mathbf{w}^{T} \mathbf{M} \mathbf{v}_{i}=0$.

## 5•2. Principal Nested Spheres for planar shapes

The intrinsic dimension of the shape space is $2 k-4$, since the degrees of freedom are reduced from $2 k$ (of the set of landmarks) by 2 for translation, 1 for scale, and 1 for rotation. This is less than the dimension of the preshape space $d=2 k-3$. It is thus desired that the $d-1$ dimensional PNS of $S^{d}$ leaves no residuals. This is achieved by the theory and practical modifications in this section. In short, Procrustes fit of configurations or preshapes to a common alignment base (e.g. the Procrustes mean) results in the desired decomposition of the shape space.

THEOREM 2. Suppose the preshapes $\quad \mathbf{w}, \mathbf{z}_{1}, \mathbf{z}_{2}, \ldots, \mathbf{z}_{n} \in S^{d} \quad$ satisfy $\quad \mathbf{w}^{T} \mathbf{z}_{i} \geqslant 0$ and $\mathbf{w}^{T} \mathbf{M z}_{i}=0$ for all $i=1, \ldots, n$. Let $\mathbf{w}^{*}=\mathbf{M w}$ for $M$ defined above. Then $\mathbf{w}, \mathbf{z}_{i} \in A_{d-1}\left(\mathbf{w}^{*}, \pi / 2\right)$. Moreover, define $h A_{d-1}=\left\{\mathbf{z} \in A_{d-1}: \mathbf{z}^{T} \mathbf{w} \geqslant 0\right\}$ as a hyperhemisphere. Then $\mathbf{w}, \mathbf{z}_{i} \in h A_{d-1}\left(\mathbf{w}^{*}, \pi / 2\right)$.

We have the following comments:

- The dimension of preshape space can be reduced by 1 without loss of any shape information.
- For the nested hemisphere $h A_{d-1}$,

1. the intrinsic distance $\rho_{d-1}^{*}(\mathbf{w}, \mathbf{z})$ defined on $h A_{d-1}$ (see Proposition 1(b) in Appendix 8) is the same as the Riemannian distance $\rho([\mathbf{w}],[\mathbf{z}])$ in $\Sigma_{2}^{k}$ for any $\mathbf{z} \in h A_{d-1}$.
2. the tangent space of $h A_{d-1}$ at $\mathbf{w}$ is in fact identical to the horizontal subspace of the tangent space of $S^{d}$ at w.

- The $h A_{d-1}$ is closely related to $\Sigma_{2}^{k}$, but is not identical.

When $k=3$, the preshape space has dimension $d=2(k-1)-1=3$. The corresponding shape space of planar triangles $\Sigma_{2}^{3}$ is $S^{2}\left(\frac{1}{2}\right) . h A_{2}$ obtained from some $\mathbf{w} \in S^{3}$ is isometric to a unit hemisphere in $\mathbb{R}^{3}$. A geodesic in $\Sigma_{2}^{3}$ may or not be identified with a geodesic in $h A_{2}$. A geodesic in $\Sigma_{2}^{3}$ through [ $\left.\mathbf{w}\right]$ is identified with a geodesic in $h A_{2}$ through $\mathbf{w}$. On the other hand, a set of points in distance $\pi / 4$ from $[\mathrm{w}]$ in $\Sigma_{2}^{3}$ is a geodesic, but is identified with a small circle with center $\mathbf{w}$ and radius $\pi / 4$ in $h A_{2}$.

The choice of the alignment base $\mathbf{w}$ is an important issue because the Riemannian distance in $h A_{d-1}$ is the same as the Riemannian distance in the shape space $\Sigma_{2}^{k}$ when compared to $\mathbf{w}$, i.e.

$$
\rho_{d}(\mathbf{w}, \mathbf{z})=\rho_{\Sigma}([\mathbf{w}],[\mathbf{z}]), \text { for } \mathbf{z} \in h A_{d-1} .
$$

Moreover, $\rho_{d}\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)$ for $\mathbf{z}_{1}, \mathbf{z}_{2} \in h A_{d-1}$ is closer to $\rho_{\Sigma}\left(\left[\mathbf{z}_{1}\right],\left[\mathbf{z}_{2}\right]\right)$ when $\mathbf{z}_{1}, \mathbf{z}_{2}$ are close to $\mathbf{w}$.
In general, we wish to set the alignment base $\mathbf{w}$ as a center of the data. Among many reasonable options of $\mathbf{w}$, we recommend to use the preshape of the Procrustes mean of the data. Other reasonable candidates for $\mathbf{w}$ are the geodesic mean and the PNSmean. We have tested these options to a number of real and simulation datasets. Setting w as the PNSmean or the geodesic mean usually takes longer computation time than using the full Procrustes mean, and the resulting decompositions are virtually the same in most cases.

In the following, we describe all candidates of $\mathbf{w}$ in more detail, giving the advantages and disadvantages of each option.

We have first considered use of the PNSmean $\mathfrak{A}_{0}$ as the alignment base. $\mathfrak{A}_{0}$ is identified with the origin of the coordinate system for the Euclidean representation of data $\widehat{X}_{P N S}$. Since the PNSmean is estimated from the data, we begin with the preshape of the full Procrustes mean as
an initial guess for $\mathfrak{A}_{0}$ and recursively update $\widehat{\mathfrak{A}}_{0}$ on which preshapes are aligned. The algorithm consists of the following steps.

1. Initialize $\mathbf{w}$ as the preshape of the Procrustes mean of $\mathbf{z}_{i}$.
2. Align $\mathbf{z}_{1}, \ldots, \mathbf{z}_{n}$ to $\mathbf{w}$ and compute the sample PNSmean $\widehat{\mathfrak{A}}_{0}$ of aligned $\mathbf{z}_{i}$.
3. If $\rho_{d}\left(\mathbf{w}, \widehat{\mathfrak{A}}_{0}\right)<\epsilon$, then set $\mathbf{w}=\widehat{\mathfrak{A}}_{0}$ and stop. Otherwise update $\mathbf{w}=\widehat{\mathfrak{A}}_{0}$ and go to Step 2 .

Note that in practice, there is no guarantee that this algorithm should converge.
Other candidates of $\mathbf{w}$ are the full Procrustes mean preshape and the geodesic mean of the preshapes. These are relevant to the Fréchet mean, where the geodesic mean is the Fréchet mean with the intrinsic (Riemannian) distance and the Procrustes mean is using the full Procrustes distance which is extrinsic to $S^{d}$. Recently, it has been observed that the curvature of the manifold $S^{d}$ sometimes makes the Fréchet mean inadequate, see e.g. Huckemann et al. (2010). When the Fréchet mean is indeed a useful representation of the data, the PNSmean is usually found at a point close to the Fréchet mean. Note that even if the Fréchet mean is far from the data, the PNSmean is nevertheless located at the appropriate center of the data.

Finally, the tests for overfitting discussed in Section 3 can be applied for the planar shapes case too, as the residuals are all obtained after optimal procrustes rotation.

## 6. Real Data Analysis

## 6•1. Migration path of an elephant seal

As a simplest example, consider a dataset on the usual sphere $S^{2}$. The dataset consists of $n=73$ daily location measurements of a migrating female elephant seal, presented in Brillinger \& Stewart (1998) and also discussed in Rivest (1999). The seal migrates from the southern California coast to the eastern mid-north Pacific Ocean. Of interest is to investigate whether the seal migrates along a great circle path, i.e. the shortest distance path. Note that Brillinger \& Stewart (1998) and Rivest (1999) have analyzed this dataset in greater detail. We briefly re-analyze this data set with our hypothesis test.

Fig. 4 shows the path of the migration, including both forward journey and return trip. Since the dataset in the latitude-longitude coordinates can be converted to points on the unit sphere, it is viewed as a set of points on $S^{2}$ and we fitted PNS, with only one nested sphere (circle in this case). We fit the best fitting great circle and small circle with fitted distance $\hat{r}=75.45^{\circ}$. The likelihood ratio test developed in Section 3.2 results in p-value 0.0851 (with $H_{0 a}: r=90^{\circ}$, the great circle). Therefore, the migration is not significantly different at the level $\alpha=0.05$ from a great circle path, which is consistent with the results from Brillinger \& Stewart (1998) and Rivest (1999).

### 6.2. River and sea sand grains

We consider sand grain outlines that can be parameterized as a set of points in a hypersphere. The dataset was originally analyzed in Kent et al. (2000), and consists of outlines of sand grains in two dimensional view. There are $n_{1}=25$ river and $n_{2}=24$ sea sand grains. We illustrate an application of PNS, and use of the Euclidean-type representation to test for group mean difference.

The outline of each sand grain is represented in polar coordinates $\left(r_{1}, \ldots, r_{k}\right)$ at each equally spaced angle $\left(\theta_{1}, \ldots, \theta_{k}\right)$, with $k=20$. The scale is removed so that $\sum_{i=1}^{k} r_{i}^{2}=1$. The origin for each sand grain is its center of gravity, and we keep the grains fixed in the orientation that they were recorded, rather than removing rotation as in the shape analysis of Kent et al. (2000). With $\theta_{i}$ fixed throughout the samples (as $\left.\theta_{i}=(i-1) 2 \pi / k\right), \mathbf{r}=\left(r_{1}, \ldots, r_{k}\right)$ on the unit $(\mathrm{k}-1)$-sphere


Fig. 4. Daily observations of migration path of an elephant seal, in the latitude-longitude coordinates, and the great circle and small circle fit of the data.
represents the scale invariant profile of a registered sand grain. Note that the size of river sand grains are typically larger than that of sea sand (see Kent et al. (2000)), but this analysis focuses on the variability in the scale invariant profiles of sand grains.

To the $49\left(=n_{1}+n_{2}\right)$ data points on the 19 -sphere, we have applied the procedure of sample PNS, with significance level $\alpha=0.05$ for every test applied. The small sphere is significant for only three layers of the procedure, when fitting $A_{18}, A_{17}$ and $A_{11}$, with both p-values less than 0.05 . The smallest dimension nested sphere $\mathfrak{A}_{1}$ has radius 0.8738 , suggesting that the captured principal variation is not so much curved than geodesics. The PNS leads to the Euclidean-type representation $X_{P N S}$ of the dataset, in a way that the curved principal arcs are flattened. The first three coordinates in $X_{P N S}$ are used for visualization of major variation as in Fig. 5.

To test the group mean difference between river and sea sand grains, we can use any Euclidean space based test procedure applied to $X_{P N S}$. Since we do not have any prior information on the underlying distribution, it makes sense to use a nonparametric permutation test. In particular, we use the DiProPerm test (Direction-Projection-Permutation), described in Wichers et al. (2007). The test finds a direction vector pointing from one group to the other, and computes a $t$-statistic of the projected values onto the direction. The null distribution of the $t$-statistic is found by permutation of group labels. We have used the DiProPerm test with the Distance Weighted Discrimination (DWD) direction (Marron et al. (2007)). The DWD is a classification tool that separates two groups with more generalizability than e.g. the popular SVM (Vapnik (1995)). The subspace found by the DWD direction and first three coordinates of $X_{P N S}$ is illustrated as a scatterplot matrix in Fig. 5. Although the first three coordinates of $X_{P N S}$ do not give a visual separation between the groups, $X_{P N S}$ turns out to be a useful Euclidean space for linear classification methods such as DWD.

DiProPerm tests the null hypothesis of equal group means. In our analysis, the test with 1000 permutations rejects the null hypothesis with $p$-value 0.0292 . The difference of shapes in the overlay of the outlines of sand grains (Fig. 6) is statistically significant.
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Fig. 5. Scatterplot matrix of sand grain data set, by the DWD direction and the first three coordinates of $X_{P N S}$. ( + : river sand grains, $\circ$ : sea sand grains) Diagonal entries are jitter plots of one dimensional projections with kernel density estimates for each group. The DWD direction separating the two groups is found in the Euclidean space,
$X_{P N S}$.


Fig. 6. Overlaid outlines of 25 river sand grains ( + ) and 24 sea sand grains (o) with the group means (thick outlines) identified with the geodesic mean of each group. The DiProPerm test rejects a null hypothesis of equal group means with p-value 0.0292


Fig. 7. (left) Procrusted fitted human data, (center) The first principal mode of variation by PNS, showing $\pm 2$ standard deviation from PNSmean. (right) The first principal mode of variation by Principal Nested Great sphere (PNG). PNS allows to capture curving variation. In particular, the variation in the bottom left landmark is more precisely captured in PNS than PNG.

### 6.3. Human movement

A human movement dataset, introduced in Kume et al. (2007), contains 50 samples of $k=4$ landmarks (lower back, shoulder, wrist, and index finger). The dataset consists of shape configurations in the plane of a table, of one person performing five different tasks, each observed at ten different time points. The raw data are plotted in Fig. 7.

In the left panel of Fig. 7, overlaid are 50 quadrilaterals, each of which is a shape configuration. Vertices of the quadrilateral are the locations of the landmarks. These 50 samples are Procrustes fitted to each other, i.e. translated, scaled, and rotated to each other so that they are as close as possible.

We have applied PNG and PNS. The fitted nested spheres of PNS have radii $1,0.7019,0.3967$, and 0.2473 (from the 4 -sphere to the 1 -sphere, respectively). Note that since the dimension of the corresponding shape space is 4 , the $4-d$ PNS is a great sphere and leaves no residuals, as expected. P-values of the sequential LRT are at most 0.0013 , supporting the significance of the fitted PNS. The quadratic form of variation in the PNG coordinates is captured by the 1- $d$ PNS, as illustrated in Fig. 1. The principal mode of variation found by PNS is plotted in Fig. 7, where the four bold dots together represent the shape of the PNSmean, and the curves through the PNSmean illustrate the shape change captured in the first PNS. The curvy form of variation apparent in the raw data are well captured.

Each task can be modeled as a 1-d arc, by applying PNS to the samples corresponding to each task. The results are plotted in Fig. 8. Each task is curving through at least three geodesic components, and is well approximated by the separately fitted PNS.

## 6•4. Rat skull growth

The shape and size changes of rat skulls are described in Bookstein (1991) and studied by several other authors including Kenobi et al. (2010). The data are eight landmark locations for skulls of 21 laboratory rats observed at eight ages (days 7, 14, 21, 30, 40, 60, 90, and 150). We discard 4 missing samples, and analyze the remaining 164 samples.

A non-geodesic variation curving through three geodesic components, in Fig. 9(a-b), is captured in the 2-d PNS (Fig. 9(c)). The first two principal arcs are plotted in PNG coordinates, showing the non-geodesic variation captured by PNS. The PNS coordinates capture more interesting variability in fewer components and give concise and useful representation of the data. In particular, the shape change due to the growth of the rat is well captured by the first PNS, which


Fig. 8. Human movement data-fitted curves (solid curves) for different tasks labeled a, b, c, d, and e, plotted in PNG coordinates.
can be checked by inspecting the relation to the size of the rat skulls (Fig. 9(d)). The skull size is naturally larger for older rats. The first PNS coordinates are strongly associated with the size with the sample correlation coefficient 0.9705 .

The shape change due to the first PNS is illustrated in Fig. 10. The two extreme shape configurations are also overlaid, which shows a typical effect of age.

## 7. Discussion

A classical approach to PCA for manifold data is a tangent plane approach (see e.g. Section 5.5 of Dryden \& Mardia (1998) and Fletcher et al. (2004)). The resulting principal geodesics are then passing through the point of tangency, i.e. the Procrustes mean or the geodesic mean. In their inspiring paper, Huckemann et al. (2010) pointed out that the pre-determined mean may not be a good representation of the data due to the curvature of the manifold. They find the best fitting geodesic that are not necessarily passing through any pre-determined mean. Jung et al. (2010) proposed to use small circles to fit the non-geodesic modes of variation when the sample space is essentially $S^{2}$. Our method builds upon these earlier works, where PNS can be viewed as a high dimensional extension of Jung et al. (2010), and PNG are close to Huckemann et al. (2010).

Our method can be viewed as a backward generalization of PCA. A conventional PCA approach is to begin with lower dimension, e.g. finding the mean first, then a least squares line through the mean, then the second line which determines the best fitting plane and so on. We , on the other hand, sequentially reduce the dimensionality from the full data. These two approaches are equivalent in Euclidean space, but different on manifolds. The backward approach serves as a natural viewpoint for extension of PCA to manifolds. In fact, Huckemann et al. (2010) partly


Fig. 9. Rat skull growth: (a-b) data plotted by PNG coordinates. (-) represents the first principal arc, and ( $\cdot$ ) represents the second principal arc. (c) data plotted by PNS


Fig. 10. Rat skull growth: the first principal mode of variation by PNS, ( $\cdot$ ) represents the shape of a typical young skull (at -2 s.d.), and (-) represents the shape of a typical old rat skull (at +2 s.d.).
used the backward approach, since their notion of mean is post-defined by two geodesic components.

Another related area is manifold learning, see e.g. Roweis \& Saul (2000) and Tenenbaum et al. (2000), or Principal curves and Principal surfaces (Hastie \& Stuetzle (1989) and LeBlanc \& Tibshirani (1994)). These methods find a low dimensional representation of the data in a nonparametric way, but there is no notion of nestedness. PNS also finds a non-linear low dimensional representation, but by a parametric form, and the findings give non-linear approximations of all dimensions.

Versions of PNS can be developed further. In particular, the least-squares fitting in Eq. 2 can be modified to reducing the sum of squared deviations for more robust fitting. Otherwise, instead of applying the post-hoc test procedure in Section 3, one can think of adding a penalty term to Eq. 2 and regularize the overfitting. Moreover, a modification to three or more dimensional shape space will be very useful.

The general idea of PNS can be used to analyze other types of data. For example, analysis of diffusion tensor images involves a sample space of the symmetric positive definite matrices (Basser et al. (1994), Pennec et al. (2006), Dryden et al. (2009)). The space of these positive definite matrices is a non-Euclidean, cone-shaped manifold. A tangent space approach in Fletcher \& Joshi (2007) is used as an extension of PCA to this type of manifolds. A backward generalization of PCA for diffusion tensors might give a non-geodesic way of dimension reduction. A backward approach can enhance reliability of dimension reduction when the local approximation by tangent space fails.

## 8. Geometry of Nested Spheres

Geometric properties of nested spheres are discussed in this section. Initially it will be necessary to introduce a particular type of transformation on the sphere in order to help define PNS. Specifically, we describe a rotation matrix for moving a dataset on a sphere along a particular minimal geodesic which retains the interpoint geodesic distances after the transformation. We then describe the subsphere and the sequence of nested spheres as defined in section $2 \cdot 1$, and discuss the geometric properties of these.

## 8•1. Preliminary Transformations: Rotation matrices

Suppose that $\mathbf{a}$ and $\mathbf{b}$ are unit vectors in $\mathbb{R}^{m}$ and we wish to "move $\mathbf{b}$ to a along the geodesic path on the unit sphere in $\mathbb{R}^{m}$ which connects $\mathbf{b}$ to a." Amaral et al. (2007) showed that a rotation matrix is determined in a natural way.
Define $\mathbf{c}=\left\{\mathbf{b}-\mathbf{a}\left(\mathbf{a}^{T} \mathbf{b}\right)\right\} /\left\|\mathbf{b}-\mathbf{a}\left(\mathbf{a}^{T} \mathbf{b}\right)\right\|$, where $\|\cdot\|$ denotes the Euclidean norm on $\mathbb{R}^{m}$. Provided that $\left|\mathbf{a}^{T} \mathbf{b}\right|<1, \mathbf{c}$ is well defined. Let $\mathbf{A}=\mathbf{a c}^{T}-\mathbf{c a}^{T}$. The following lemma is proved in Amaral et al. (2007).

Lemma 1. Assume that $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{m}$ are unit vectors such that $\left|\mathbf{a}^{T} \mathbf{b}\right|<1$, and let $\mathbf{A}$ and $\mathbf{c}$ be defined as earlier. Then for $\theta \in(0, \pi]$, the matrix

$$
\mathbf{Q}(\theta)=\exp (\theta \mathbf{A})=\mathbf{I}_{d}+\sum_{j=1}^{\infty} \frac{\theta^{j}}{j!} \mathbf{A}^{j}
$$

has the following properties:
(a) $\mathbf{Q}(\theta)$ is an $m \times m$ rotation matrix,
(b) $\mathbf{Q}(\theta)$ can be written as

$$
\mathbf{Q}(\theta)=\mathbf{I}_{d}+\sin (\theta) \mathbf{A}+(\cos (\theta)-1)\left(\mathbf{a a}^{T}+\mathbf{c c}^{T}\right),
$$

(c) $\mathbf{Q}(\alpha) \mathbf{b}=\mathbf{a}$ for $\alpha=\cos ^{-1}\left(\mathbf{a}^{T} \mathbf{b}\right)$ and
(d) for any $\mathbf{z} \in \mathbb{R}^{m}$ such that $\mathbf{a}^{T} \mathbf{z}=0$ and $\mathbf{b}^{T} \mathbf{z}=0$, we have $\mathbf{Q z}=\mathbf{z}$.

The path of minimum length on the surface of the unit sphere in $\mathbb{R}^{m}$ connecting $\mathbf{b}$ to $\mathbf{a}$ is given by $\left\{\mathbf{x}(\theta)=\mathbf{Q}(\theta) \mathbf{b}: \theta \in\left[0, \cos ^{-1}\left(\mathbf{a}^{T} \mathbf{b}\right)\right\}\right.$. We write this $\mathbf{Q}(\theta)$ as $\mathbf{Q}(\mathbf{b} \rightarrow \mathbf{a}, \theta)$ and denote $\mathbf{Q}(\mathbf{b} \rightarrow \mathbf{a}) \doteq$ $\mathbf{Q}\left(\mathbf{b} \rightarrow \mathbf{a}, \cos ^{-1}\left(\mathbf{a}^{T} \mathbf{b}\right)\right)$ for the rotation matrix that moves $\mathbf{b}$ to $\mathbf{a}$. The path defined here is indeed a minimal geodesic on the sphere. If $\mathbf{b}$ and $\mathbf{a}$ were orthogonal, then

$$
\begin{equation*}
\mathbf{Q}(\theta) \mathbf{b}=\cos (\theta) \mathbf{b}+\sin (\theta) \mathbf{a},-\pi / 2<\theta \leqslant \pi / 2, \tag{A1}
\end{equation*}
$$

which corresponds to a definition of the unit speed geodesic (Kendall et al. (1999)).

We also define $\mathbf{R}(\mathbf{v})$, for $\mathbf{v} \in \mathbb{R}^{m}$, as a rotation matrix that rotates $\mathbf{v}$ to the north pole $\mathbf{e}_{m}=$ $(0, \ldots, 0,1)^{T}$, i.e.

$$
\mathbf{R}(\mathbf{v})=\mathbf{Q}\left(\mathbf{v} \rightarrow \mathbf{e}_{\mathbf{m}}\right) .
$$

Note that the last row of $\mathbf{R}(\mathbf{v})$ is $\mathbf{v}^{T}$. If $\mathbf{v}=\mathbf{e}_{m}$, then $\mathbf{R}(\mathbf{v})=\mathbf{I}_{m}$.
Lemma 2. Assume that $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{m}$ are unit vectors such that $\left|\mathbf{a}^{T} \mathbf{b}\right|<1$, and let $\theta \in(0,2 \pi]$.
(a) Let $\mathbf{R}$ be an $m \times m$ rotation matrix. Then, $\mathbf{Q}(\mathbf{R b} \rightarrow \mathbf{R a}, \theta)=\mathbf{R Q}(\mathbf{b} \rightarrow \mathbf{a}, \theta) \mathbf{R}^{T}$. Equivalently, $\mathbf{Q}\left(\mathbf{R}^{T} \mathbf{b} \rightarrow \mathbf{R}^{T} \mathbf{a}, \theta\right)=\mathbf{R}^{T} \mathbf{Q}(\mathbf{b} \rightarrow \mathbf{a}, \theta) \mathbf{R}$.
(b) Let $\mathbf{a}^{\prime}=\left(\mathbf{a}^{T}, 0\right)^{T}, \mathbf{b}^{\prime}=\left(\mathbf{b}^{T}, 0\right)^{T}$. Then the $(m+1) \times(m+1)$ rotation matrix that moves $\mathbf{b}^{\prime}$ to $\mathrm{a}^{\prime}$ is given by

$$
\mathbf{Q}\left(\mathbf{b}^{\prime} \rightarrow \mathbf{a}^{\prime}, \theta\right)=\left[\begin{array}{cc}
\mathbf{Q}(\mathbf{b} \rightarrow \mathbf{a}, \theta) & \mathbf{0}_{m \times 1} \\
\mathbf{0}_{1 \times m} & 1
\end{array}\right],
$$

where $\mathbf{0}_{m \times n}$ is the $m \times n$ matrix of zeros.

## 8-2. Geometry of Subsphere

The nested spheres of $S^{d}$ are lower dimensional submanifolds of $S^{d}$, each of which is isomorphic to the unit spheres in different dimensions. The subsphere $A_{m-1}$ of $S^{m}, m \geqslant 2$, (Definition 1) induces the nested spheres. The $A_{m-1}(\mathbf{v}, r)$ is the boundary of the geodesic ball in $S^{m}$ with center $\mathbf{v}$ and radius $r$. The $\mathbf{v}$ is said to be orthogonal to $A_{m-1}$ in a sense of the following lemma.

Lemma 3. (a) For any $\mathbf{x}, \mathbf{y} \in A_{m-1},(\mathbf{x}-\mathbf{y})^{T} \mathbf{v}=0$.
(b) $\mathbf{x} \in A_{m-1}$ if and only if $\mathbf{v}^{T}(\mathbf{x}-\cos (r) \mathbf{v})=0$ and $\|\mathbf{x}\|=1$.

A subsphere $A_{m-1}$ is essentially an $(m-1)$ dimensional sphere. The following properties of subspheres give the mathematical background to treat $A_{m-1}$ as $S^{m-1}$.

Proposition 1. Let $A_{m-1}(\mathbf{v}, r)$ be a subsphere in $S^{m}$. Then
(a) $\left(A_{m-1}, \rho_{m}\right)$ is isomorphic to $\left(S^{m-1}, \rho_{m-1}\right)$ with an isomorphism $f: A_{m-1} \longrightarrow S^{m-1}$ defined by

$$
f(\mathbf{x})=\frac{1}{\sin (r)} \mathbf{R}^{-}(\mathbf{v}) \mathbf{x}, \mathbf{x} \in A_{m-1}
$$

with inverse

$$
f^{-1}\left(\mathbf{x}^{\dagger}\right)=\mathbf{R}^{T}(\mathbf{v})\left[\begin{array}{c}
\sin (r) \cdot \mathbf{x}^{\dagger} \\
\cos (r)
\end{array}\right], \mathbf{x}^{\dagger} \in S^{m-1}
$$

where $\mathbf{R}(\mathbf{v})$ is the $(m+1) \times(m+1)$ rotation matrix that moves $\mathbf{v}$ to the north pole, $\mathbf{R}^{-}(\mathbf{v})$ is the $m \times(m+1)$ matrix consisting of the first $m$ rows of $\mathbf{R}(\mathbf{v})$.
(b) Let $\rho_{m-1}^{*}(\mathbf{x}, \mathbf{y})=\sin (r) \rho_{m-1}(f(\mathbf{x}), f(\mathbf{y}))$. Then $\rho_{m-1}^{*}$ is a metric on $A_{m-1}$.
(c) $\left(A_{m-1}, \rho_{m-1}^{*}\right)$ is isometric to $\left(S^{m-1}, \sin (r) \rho_{m-1}\right)$.
(d) The two metrics $\rho_{m}$ and $\rho_{m-1}^{*}$ are equivalent, in a sense that the following inequalities

$$
\rho_{m}(\mathbf{x}, \mathbf{y}) \leqslant \rho_{m-1}^{*}(\mathbf{x}, \mathbf{y}) \leqslant \frac{\pi \sin (r)}{2 r} \rho_{m}(\mathbf{x}, \mathbf{y})
$$

hold for all $\mathbf{x}, \mathbf{y} \in A_{m-1}$ and both equalities hold if and only if $r=\pi / 2$ or $\mathbf{x}=\mathbf{y}$.
(e) $\rho_{m-1}^{*}(\mathbf{x}, \mathbf{y})-\rho_{m}(\mathbf{x}, \mathbf{y}) \leqslant \pi \sin (r)-2 r$ for all $\mathbf{x}, \mathbf{y} \in A_{m-1}$.

The $\rho_{m-1}^{*}(\mathbf{x}, \mathbf{y})$ can be interpreted as the length of a minimal arc in $A_{m-1}$ that joins $\mathbf{x}, \mathbf{y}$. Precisely, the minimal arc is the image by $f^{-1}$ of the minimal geodesic segment joining $f(\mathbf{x})$ and $f(\mathbf{y})$. Let $\mathbf{x}^{\dagger}=f(\mathbf{x})$, $\mathbf{y}^{\dagger}=f(\mathbf{y})$. Then the geodesic segment is given by

$$
\Gamma=\left\{\gamma(\theta)=\mathbf{Q}\left(\mathbf{x}^{\dagger} \rightarrow \mathbf{y}^{\dagger}, \theta\right) \mathbf{x}^{\dagger}: \theta \in\left[0, \cos ^{-1}\left(\mathbf{x}^{\dagger T} \mathbf{y}^{\dagger}\right)\right]\right\} .
$$



Fig. 11. Hierarchical structure of the sequence of nested spheres of the 3 -sphere.

By Lemma 2, we have for any $\theta \in\left[0, \cos ^{-1}\left(\mathbf{x}^{\dagger T} \mathbf{y}^{\dagger}\right)\right]$,

$$
\begin{aligned}
f^{-1}(\gamma(\theta)) & =\mathbf{R}(\mathbf{v})^{T}\left[\begin{array}{c}
\sin (r) \mathbf{Q}\left(\mathbf{x}^{\dagger} \rightarrow \mathbf{y}^{\dagger}, \theta\right) \mathbf{x}^{\dagger} \\
\cos (r)
\end{array}\right] \\
& =\mathbf{R}(\mathbf{v})^{T}\left[\begin{array}{cc}
\mathbf{Q}\left(\mathbf{x}^{\dagger} \rightarrow \mathbf{y}^{\dagger}, \theta\right) & \mathbf{0}_{1 \times m} \\
\mathbf{0}_{m \times 1} & 1
\end{array}\right] \mathbf{R}(\mathbf{v}) \mathbf{R}(\mathbf{v})^{T}\left[\begin{array}{c}
\sin (r) \mathbf{x}^{\dagger} \\
\cos (r)
\end{array}\right] \\
& =\mathbf{Q}\left(\mathbf{x}_{p} \rightarrow \mathbf{y}_{p}, \theta\right) \mathbf{x}
\end{aligned}
$$

where

$$
\mathbf{x}_{p}=\mathbf{R}(\mathbf{v})^{T}\left[\begin{array}{c}
\mathbf{x}^{\dagger} \\
0
\end{array}\right]=\frac{\mathbf{x}-\cos (r) \mathbf{v}}{\sin (r)}
$$

and $\mathbf{y}_{p}$ is defined similarly. One can check that $\rho_{m}\left(\mathbf{x}_{p}, \mathbf{y}_{p}\right)=\rho_{m-1}\left(\mathbf{x}^{\dagger}, \mathbf{y}^{\dagger}\right)$ and $\mathbf{Q}\left(\mathbf{x}_{p} \rightarrow \mathbf{y}_{p}\right) \mathbf{x}=\mathbf{y}$. Thus the arc $\left\{\mathbf{Q}\left(\mathbf{x}_{p} \rightarrow \mathbf{y}_{p}, \theta\right) \mathbf{x}: \theta \in\left[0, \cos ^{-1}\left(\mathbf{x}_{p}^{T} \mathbf{y}_{p}\right)\right]\right\}$ joins $\mathbf{x}$ to $\mathbf{y}$ and is minimal in $A_{m-1}$ because it is isomorphic to the minimal geodesic $\Gamma$.

The difference between $\rho_{m}$ and $\rho_{m-1}^{*}$ is due to the fact that the minimal arc for $\rho_{m-1}^{*}$ is not a geodesic in $S^{m}$. If $r<\pi / 2$, then the geodesic segment joining $\mathbf{x}, \mathbf{y}$ is always shorter than the minimal arc in $A_{m-1}$. Since the difference is relatively small for close points (by Proposition 1(d-e)), this difference does not obscure much the underlying structure of the points in $S^{m}$.

### 8.3. Geometry of Nested Spheres

We now define a sequence of nested spheres $\left\{\mathfrak{A}_{d-1}, \mathfrak{A}_{d-2}, \ldots, \mathfrak{A}_{1}\right\}$ of $S^{d}$, $d \geqslant 2$, with decreasing intrinsic dimensions. We first introduce a sequence of subspheres $A_{d-1}, A_{d-2}, \ldots, A_{1}$ of $S^{d}$, which are in different spaces. The $d-1$ dimensional subsphere $A_{d-1}$ of $S^{d}$, defined in Definition 1 , is in $S^{d} \in \mathbb{R}^{d+1}$. The second subsphere $A_{d-2}$ is defined from the isomorphic space $S^{d-1}$ of $A_{d-1}$. Similarly, the lower dimensional subspheres are defined recursively.

Definition 4. A sequence $\left\{A_{d-1}, A_{d-2}, \ldots, A_{1}\right\}$ of subspheres is defined recursively as follows:
(i) $A_{d-1}$ is defined as the subsphere with $\mathbf{v}_{1} \in \mathbb{R}^{d+1}, r \in(0, \pi / 2]$ by Definition 1 .
(ii) For each $k=2, \ldots, d-1, A_{d-k}$ is the subsphere defined with $\mathbf{v}_{k} \in \mathbb{R}^{d-k+2}, r_{k} \in(0, \pi / 2]$ from $S^{d-k+1}$, which is isomorphic to $A_{d-k+1}$.

The nested spheres are defined in Definition 2, with transformations $f_{k}$ (1). The geometric interpretation and hierarchical structure of the nested spheres are illustrated in Fig. 2 and 11. The nested sphere $\mathfrak{A}_{d-k}$ can be understood as a shifted $(d-k)$-sphere, which is orthogonal to $k$ orthogonal directions in the sense of Lemma 4. The following properties summarize some geometric facts of the nested spheres. $\mathbf{x}_{p, k}$ in the lemma can be understood as the projection of $\mathbf{x}$ onto the subspace that is orthogonal to $\mathbf{v}_{1}^{*}, \ldots, \mathbf{v}_{d-k}^{*}$.

Lemma 4. Let $\mathfrak{A}_{d-1}, \ldots, \mathfrak{A}_{1}$ be nested spheres of $S^{d}$ from a sequence of subspheres $A_{d-k}\left(\mathbf{v}_{k}, r_{k}\right)$. Then, there exists an orthogonal basis $\mathbf{v}_{1}^{*}, \ldots, \mathbf{v}_{d-1}^{*} \in \mathbb{R}^{d+1}$ such that for each $k=1, \ldots, d-1$,
(a) $(\mathbf{x}-\mathbf{y})^{T} \mathbf{v}_{i}^{*}=0$ for all $i=1, \ldots, k, \mathbf{x}, \mathbf{y} \in \mathfrak{A}_{d-k}$,
(b) $\mathbf{x} \in \mathfrak{A}_{d-k}$ if and only if $\mathbf{x}_{p, k}^{T} \mathbf{v}_{j}^{*}=0$, for all $j=1, \ldots, k$, and $\left\|\mathbf{x}_{p, k}\right\|=\prod_{i=1}^{k} \sin \left(r_{i}\right)$ where

$$
\mathbf{x}_{p, k}=\mathbf{x}-\cos \left(r_{1}\right) \mathbf{v}_{1}^{*}-\sin \left(r_{1}\right) \cos \left(r_{2}\right) \mathbf{v}_{2}^{*}-\cdots-\prod_{i=1}^{k-1} \sin \left(r_{i}\right) \cos \left(r_{k}\right) \mathbf{v}_{k}^{*}
$$

Moreover, an explicit expression for $\mathbf{v}_{j}^{*}$ can be obtained from $\mathbf{v}_{1}, \ldots, \mathbf{v}_{j}$ as

$$
\begin{align*}
& \mathbf{v}_{j}^{\dagger}=f_{1}^{-1} \circ \cdots \circ f_{j-1}^{-1}\left(\mathbf{v}_{j}\right) \in \mathfrak{A}_{d-j+1}  \tag{A2}\\
& \mathbf{v}_{j}^{*}=\prod_{i=1}^{j-1} \sin ^{-1}\left(r_{i}\right)\left\{\mathbf{v}_{j}^{\dagger}-\cos \left(r_{1}\right) \mathbf{v}_{1}^{*}-\sin \left(r_{1}\right) \cos \left(r_{2}\right) \mathbf{v}_{2}^{*}-\cdots-\prod_{i=1}^{j-2} \sin \left(r_{i}\right) \cos \left(r_{j-1}\right) \mathbf{v}_{j-1}^{*}\right\} \tag{A3}
\end{align*}
$$

A direct consequence of this lemma is that for any nested sphere $\mathfrak{A}_{d-k}$ of $S^{d}$ can be understood as the intersection of a hyperplane $\mathcal{H}_{k}$ and $S^{d}$. The hyperplane $\mathcal{H}_{k}$ is a $d-k$ dimensional affine subspace that is orthogonal to $\mathbf{v}_{1}^{*}, \ldots, \mathbf{v}_{d-k}^{*}$.

Proposition 2. Let $\mathfrak{A}_{d-1}, \ldots, \mathfrak{A}_{1}$ be nested spheres of $S^{d}$ from subspheres $A_{d-k}\left(\mathbf{v}_{k}, r_{k}\right)$. Then,
(a) $\mathfrak{A}_{1} \subsetneq \mathfrak{A}_{2} \subsetneq \cdots \subsetneq \mathfrak{A}_{d-1} \subsetneq S^{d}$, where $A \subsetneq B$ means that $A$ is a proper subset of $B$,
(b) Let $\rho_{d-k}^{*}(\mathbf{x}, \mathbf{y})=\prod_{i=1}^{k} \sin \left(r_{i}\right) \rho_{d-k}\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)$, where $\mathbf{x}^{\prime}=f_{k} \circ \cdots \circ f_{1}(\mathbf{x})$. Then $\rho_{d-k}^{*}$ is a metric on $\mathfrak{A}_{d-k}$.
(c) $\left(\mathfrak{A}_{d-k}, \rho_{d-k}^{*}\right)$ is isometric to $\left(S^{d-k}, \prod_{i=1}^{k} \sin \left(r_{i}\right) \rho_{d-k}\right)$.

The $\rho_{d}$ and $\rho_{d-k}^{*}$ are indeed equivalent metrics. Moreover, one can show that $\rho_{d-k}^{*}(\mathbf{x}, \mathbf{y})$ is the length of a minimal arc in $\mathfrak{A}_{d-k}$ that joins $\mathbf{x}$ and $\mathbf{y}$.

## 9. Proofs and Additional Lemmas

Proofs for Appendix 8 will be given first. We then return to give proofs for the main article.
Proof of Lemma 2. (a) Let $\mathbf{a}_{0}=\mathbf{R a}, \mathbf{b}_{0}=\mathbf{R b}$ and $\mathbf{c}_{0}=\left\{\mathbf{b}_{0}-\mathbf{a}_{0}\left(\mathbf{a}_{0}^{T} \mathbf{b}_{0}\right)\right\} /\left\|\mathbf{b}_{0}-\mathbf{a}_{0}\left(\mathbf{a}_{0}^{T} \mathbf{b}_{0}\right)\right\|$. Then $\mathbf{c}_{0}=\mathbf{R c}$, where $\mathbf{c}=\left\{\mathbf{b}-\mathbf{a}\left(\mathbf{a}^{T} \mathbf{b}\right)\right\} /\left\|\mathbf{b}-\mathbf{a}\left(\mathbf{a}^{T} \mathbf{b}\right)\right\|$, since $\mathbf{R} \mathbf{R}^{T}=\mathbf{R}^{T} \mathbf{R}=\mathbf{I}_{m}$. Then,
$\mathbf{Q}(\mathbf{R b} \rightarrow \mathbf{R a}, \theta)=\mathbf{R}\left\{\mathbf{I}_{d}+\sin (\theta)\left(\mathbf{a c}^{T}-\mathbf{c a}^{T}\right)+(\cos (\theta)-1)\left(\mathbf{a} \mathbf{a}^{T}+\mathbf{c c}^{T}\right)\right\} \mathbf{R}^{T}=\mathbf{R Q}(\mathbf{b} \rightarrow \mathbf{a}, \theta) \mathbf{R}^{T}$.
(b) Let $\mathbf{c}^{\prime}$ be defined similarly for $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}$. We have

$$
\mathbf{a}^{\prime} \mathbf{a}^{\prime T}=\left[\begin{array}{l}
\mathbf{a} \\
0
\end{array}\right]\left[\begin{array}{ll}
\mathbf{a}^{T} & 0
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{a a}^{T} & \mathbf{0}_{m \times 1} \\
\mathbf{0}_{1 \times m} & 0
\end{array}\right]
$$

and $\mathbf{c}^{\prime} \mathbf{c}^{T}, \mathbf{a}^{\prime} \mathbf{c}^{\prime T}$ and $\mathbf{c}^{\prime} \mathbf{a}^{\prime T}$ can be expressed in a similar fashion. Then the expression of $\mathbf{Q}$ in Lemma 1(b) gives the desired result.

Proof of Lemma 3. For $\mathbf{x} \in \mathbb{R}^{m}$ such that $\|\mathbf{x}\|=1, \mathbf{x} \in A_{m-1}$ if and only if $\rho_{m}(\mathbf{v}, \mathbf{x})=$ $\cos ^{-1}\left(\mathbf{v}^{T} \mathbf{x}\right)=r$. This is equivalent to $\mathbf{v}^{T} \mathbf{x}-\cos (r) \mathbf{v}^{T} \mathbf{v}=0$ since $\mathbf{v}^{T} \mathbf{v}=1$. This proves (b). Write $\mathbf{x}-\mathbf{y}=(\mathbf{x}-\cos (r) \mathbf{v})-(\mathbf{y}-\cos (r) \mathbf{v})$, then the result (a) follows from (b).

Proof of Proposition 1. We first show that $f$ is a well-defined bijective function. Proofs for (b-e) will follow. (a) is then given by (c) and (d).

First note that since $\sin (r)>0, f$ is well defined. For any $\mathbf{x} \in A_{m-1}$, let $\mathbf{x}^{\dagger}=f(\mathbf{x})$. Then $\mathbf{x}^{\dagger} \in \mathbb{R}^{m}$, and since $\mathbf{R}^{-}(\mathbf{v})^{T} \mathbf{R}^{-}(\mathbf{v})=\mathbf{I}_{m+1}-\mathbf{v} \mathbf{v}^{T}$, we get

$$
\left\|\mathbf{x}^{\dagger}\right\|^{2}=\frac{1}{\sin ^{2}(r)}\left\|\mathbf{R}^{-}(\mathbf{v}) \mathbf{x}\right\|^{2}=\frac{1}{\sin ^{2}(r)}\left\{\mathbf{x}^{T} \mathbf{x}-\left(\mathbf{x}^{T} \mathbf{v}\right)^{2}\right\}=\frac{1}{\sin ^{2}(r)}\left\{1-\cos ^{2}(r)\right\}=1
$$

Thus, $\mathbf{x}^{\dagger} \in S^{m-1}$. Conversely, for any $\mathbf{x}^{\dagger} \in S^{m-1}$, let $\mathbf{x}=f^{-1}\left(\mathbf{x}^{\dagger}\right)$. Then $\|\mathbf{x}\|=1$ and

$$
\mathbf{v}^{T} \mathbf{x}=(\mathbf{R}(\mathbf{v}) \mathbf{v})^{T}\left[\begin{array}{c}
\sin (r) \mathbf{x}^{\dagger} \\
\cos (r)
\end{array}\right]=\cos (r) .
$$

By Lemma 3(b), $\mathbf{x} \in A_{m-1}$. One can easily show that $f \circ f^{-1}\left(\mathbf{x}^{\dagger}\right)=\mathbf{x}^{\dagger}, f^{-1} \circ f(\mathbf{x})=\mathbf{x}$. Therefore, $f$ is a well defined bijective function.

Since $\rho_{m-1}$ is a metric and $\sin (r)>0$, the metric $\rho_{m-1}^{*}$ is nonnegative and symmetric, and the triangle inequality holds. In addition, since $f$ is bijective, we have $\rho_{m-1}^{*}(\mathbf{x}, \mathbf{y})=0$ if and only if $\mathbf{x}=\mathbf{y}$. This proves (b). With the metric $\rho_{m-1}^{*}, f$ is an isometry and (c) follows.

To prove (d) and (e), the difference between two metrics for a fixed $r \in(0, \pi / 2]$ is given by

$$
\rho_{m-1}^{*}(\mathbf{x}, \mathbf{y})-\rho_{m}(\mathbf{x}, \mathbf{y})=\sin (r) \cos ^{-1}\left(\frac{\cos \left(\rho_{m}(\mathbf{x}, \mathbf{y})\right)-\cos ^{2}(r)}{\sin ^{2}(r)}\right)-\rho_{m}(\mathbf{x}, \mathbf{y}):=h_{r}\left\{\rho_{m}(\mathbf{x}, \mathbf{y})\right\}
$$

for any $\mathbf{x}, \mathbf{y} \in A_{m-1}$. Note that $\max _{\mathbf{x}, \mathbf{y}} \rho_{m}(\mathbf{x}, \mathbf{y})=2 r$. Then $h_{r}$ is a strictly increasing function on $[0,2 r]$ with minimum $h_{r}(0)=0$ and the maximum $h_{r}(2 r)=\pi \sin (r)-2 r$. This proves (e) and leads to the first inequality of (d). The second inequality is obtained from observing that

$$
\frac{\pi \sin (r)}{2 r} \rho_{m}(\mathbf{x}, \mathbf{y})-\rho_{m-1}^{*}(\mathbf{x}, \mathbf{y})
$$

is nonnegative and is zero if and only if $\rho_{m}(\mathbf{x}, \mathbf{y})=0$ or $2 r$.
The following lemmas are useful to prove Lemma 4 and also could be of independent interest.
Lemma 5. Let $\mathbf{v}_{j}^{\dagger}$ and $\mathbf{v}_{j}^{*}$ be as defined in (A2-A3). For any $\mathbf{x} \in S^{d}$ and $k=1, \ldots, d-1$, the following are equivalent:
(i) $\mathrm{x} \in \mathfrak{A}_{d-k}$.
(ii) $\mathbf{v}_{k}^{T}\left[f_{k} \circ \cdots \circ f_{1}(\mathbf{x})\right]=\cos \left(r_{k}\right)$.
(iii) For all $j=1, \ldots, k$,

$$
\mathbf{x}^{T} \mathbf{v}_{j}^{\dagger}=\prod_{i=1}^{j-1} \sin ^{2}\left(r_{i}\right) \cos \left(r_{j}\right)+\prod_{i=1}^{j-2} \sin ^{2}\left(r_{i}\right) \cos ^{2}\left(r_{j-1}\right)+\cdots+\cos ^{2}\left(r_{1}\right)
$$

(iv) For all $j=1, \ldots, k$,

$$
\mathbf{x}^{T} \mathbf{v}_{j}^{*}=\prod_{i=1}^{j-1} \sin \left(r_{i}\right) \cos \left(r_{j}\right)
$$

Proof of Lemma 5. $\left[(i) \Leftrightarrow\right.$ (ii)] By Definition 2 and since each $f_{i}$ is bijective, $\mathbf{x} \in \mathfrak{A}_{d-k}$ is equivalent to $f_{k} \circ \cdots \circ f_{1}(\mathbf{x}) \in A_{d-k}$. By Lemma 3(b), this is also equivalent to (ii).
$[(i) \Leftrightarrow$ (iii) $]$ First note that for any $k=1, \ldots, d-1$, for $\mathbf{y} \in S^{d-k}$,

$$
\begin{aligned}
f_{1}^{-1} \circ \cdots \circ f_{k}^{-1}(\mathbf{y}) & =\mathbf{R}^{T}\left(\mathbf{v}_{1}\right)\left[\begin{array}{c}
\sin \left(r_{1}\right)\left\{f_{2}^{-1} \circ \ldots \circ f_{k}^{-1}(\mathbf{y})\right\} \\
\cos \left(r_{1}\right)
\end{array}\right] \\
& =\left[\mathbf{R}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right)\right]^{T}\left[\begin{array}{c}
\prod_{i=1}^{k-1} \sin \left(r_{i}\right) \cos \left(r_{k-1}\right) \\
\vdots \\
\cos \left(r_{1}\right)
\end{array}\right],
\end{aligned}
$$

where $\mathbf{R}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right)$ is a rotation matrix defined as

$$
\mathbf{R}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right)^{T}=\mathbf{R}^{T}\left(\mathbf{v}_{1}\right)\left[\begin{array}{cc}
\mathbf{R}^{T}\left(\mathbf{v}_{2}\right) & \mathbf{0}_{d \times 1} \\
\mathbf{0}_{1 \times d} & 1
\end{array}\right] \cdots\left[\begin{array}{cc}
\mathbf{R}^{T}\left(\mathbf{v}_{k}\right) & \mathbf{0}_{(d+2-k) \times 1} \\
\mathbf{0}_{1 \times(d+2-k)} & 1
\end{array}\right] .
$$

Then

$$
\begin{aligned}
\mathbf{x}^{T} \mathbf{v}_{j}^{\dagger} & =\left(f_{1}^{-1} \circ \cdots \circ f_{j-1}^{-1}\left\{f_{j-1} \circ \cdots \circ f_{1}(\mathbf{x})\right\}\right)^{T} f_{1}^{-1} \circ \cdots \circ f_{j-1}^{-1}\left(\mathbf{v}_{j}\right) \\
& =\prod_{i=1}^{j-1} \sin ^{2}\left(r_{i}\right)\left\{f_{j-1} \circ \cdots \circ f_{1}(\mathbf{x})\right\}^{T} \mathbf{v}_{j}+\prod_{i=1}^{j-2} \sin ^{2}\left(r_{i}\right) \cos ^{2}\left(r_{j-1}\right)+\cdots+\cos ^{2}\left(r_{1}\right)
\end{aligned}
$$

and the result follows from (ii).
$[(i) \Rightarrow(i v)]$ Since $\mathbf{x} \in \mathfrak{A}_{d-k}$, we have $\mathbf{x}^{T} \mathbf{v}_{1}^{*}=\cos \left(r_{1}\right)$ by definition. Suppose $\mathbf{x}^{T} \mathbf{v}_{\jmath}^{*}=$ $\prod_{i=1}^{\jmath-1} \sin \left(r_{i}\right) \cos \left(r_{\jmath}\right)$ for all $\jmath=1, \ldots, j-1$, then (iii) and canceling terms give

$$
\begin{aligned}
\mathbf{x}^{T} \mathbf{v}_{j}^{*} & =\mathbf{x}^{T}\left(\mathbf{v}_{j}^{\dagger}-\cos \left(r_{1}\right) \mathbf{v}_{1}^{*}-\cdots-\prod_{i=1}^{j-2} \sin \left(r_{1}\right) \cos \left(r_{j-1}\right) \mathbf{v}_{j-1}^{*}\right) \prod_{i=1}^{j-1} \sin ^{-1}\left(r_{i}\right) \\
& =\prod_{i=1}^{j-1} \sin \left(r_{1}\right) \cos \left(r_{j}\right)
\end{aligned}
$$

Thus by induction, (iv) holds.
$[(i v) \Rightarrow(i i i)]$ Suppose (iv) holds, then for $j=1, \ldots, k$,

$$
\begin{aligned}
& \mathbf{x}^{T} \mathbf{v}_{j}^{*}-\prod_{i=1}^{j-1} \sin \left(r_{i}\right) \cos \left(r_{j}\right) \\
& \quad=\prod_{i=1}^{j-1} \sin ^{-1}\left(r_{i}\right)\left(\mathbf{x}^{T} \mathbf{v}_{j}^{\dagger}-\cos ^{2}\left(r_{1}\right)-\cdots-\prod_{i=1}^{j-2} \sin ^{2}\left(r_{i}\right) \cos ^{2}\left(r_{j-1}\right)-\prod_{i=1}^{j-1} \sin ^{2}\left(r_{i}\right) \cos \left(r_{j}\right)\right)
\end{aligned}
$$

which equals to zero if and only if (iii) holds.
Proof of Lemma 4. We first show that $\left\{\mathbf{v}_{i}^{*} ; i=1, \ldots, d-1\right\}$ is an orthonormal basis. Note that $\mathbf{v}_{1}^{*}=$ $\mathbf{v}_{1}$, and $\mathbf{v}_{2}^{*}=\sin ^{-1}\left(r_{1}\right)\left\{\mathbf{v}_{2}^{\dagger}-\cos \left(r_{1}\right) \mathbf{v}_{1}^{*}\right\}$. Since $\mathbf{v}_{2}^{\dagger} \in \mathfrak{A}_{d-1}$, by Lemma 5, we have

$$
\mathbf{v}_{2}^{* T} \mathbf{v}_{1}=\sin ^{-1}\left(r_{1}\right)\left\{\mathbf{v}_{2}^{\dagger T} \mathbf{v}_{1}-\cos \left(r_{1}\right)\right\}=0
$$

and

$$
\mathbf{v}_{2}^{* T} \mathbf{v}_{2}^{*}=\sin ^{-1}\left(r_{1}\right) \mathbf{v}_{2}^{* T} \mathbf{v}_{2}^{\dagger}=\sin ^{-1}\left(r_{1}\right)\left\{\mathbf{v}_{2}^{\dagger T} \mathbf{v}_{2}^{\dagger}-\cos \left(r_{1}\right) \mathbf{v}_{2}^{\dagger} \mathbf{v}_{1}^{*}\right\}=1
$$

Suppose $\mathbf{v}_{i}^{* T} \mathbf{v}_{j}^{*}=0$ and $\left\|\mathbf{v}_{i}^{*}\right\|=\left\|\mathbf{v}_{i}^{*}\right\|=1$ for $1 \leqslant i<j \leqslant k-1$. Since $\mathbf{v}_{k}^{\dagger} \in \mathfrak{A}_{d-k+1}$, by Lemma 5, we have

$$
\mathbf{v}_{j}^{* T} \mathbf{v}_{k}^{*}=\prod_{i=1}^{k-1} \sin ^{-1}\left(r_{i}\right) \mathbf{v}_{j}^{* T}\left\{\mathbf{v}_{k}^{\dagger}-\prod_{i=1}^{j-1} \sin \left(r_{i}\right) \cos \left(r_{j}\right) v_{j}^{*}\right\}=0
$$

and

$$
\begin{aligned}
\left\|\mathbf{v}_{k}^{*}\right\| & =\prod_{i=1}^{k-1} \sin ^{-1}\left(r_{i}\right) \mathbf{v}_{k}^{* T} \mathbf{v}_{k}^{\dagger} \\
& =\prod_{i=1}^{k-1} \sin ^{-2}\left(r_{i}\right) \mathbf{v}_{k}^{\dagger T}\left\{\mathbf{v}_{k}^{\dagger}-\cos \left(r_{1}\right) \mathbf{v}_{1}^{*}-\cdots-\prod_{i=1}^{k-2} \sin \left(r_{i}\right) \cos \left(r_{k-1}\right) \mathbf{v}_{k-1}^{*}\right\}=1
\end{aligned}
$$

Thus, by induction, $\mathbf{v}_{i}^{*}, i=1, \ldots, d-1$, are orthonormal.
Now for (b), suppose first that $\mathbf{x} \in \mathfrak{A}_{d-k}$. Then by Lemma 5, we get for all $j=1, \ldots, k$

$$
\mathbf{x}_{p, k}^{T} \mathbf{v}_{j}^{*}=\mathbf{x}^{T} \mathbf{v}_{j}^{\dagger}-\prod_{i=1}^{j-1} \sin \left(r_{i}\right) \cos \left(r_{j}\right)=0
$$

and

$$
\begin{aligned}
\left\|\mathbf{x}_{p, k}\right\|^{2} & =\mathbf{x}^{T} \mathbf{x}_{p, k}=\mathbf{x}^{T}\left\{\mathbf{x}-\cos \left(r_{1}\right) \mathbf{v}_{1}^{*}-\cdots-\prod_{i=1}^{k-1} \sin \left(r_{i}\right) \cos \left(r_{k}\right) \mathbf{v}_{k}^{*}\right\} \\
& =1-\cos ^{2}\left(r_{1}\right)-\cdots-\prod_{i=1}^{k-1} \sin ^{2}\left(r_{i}\right) \cos ^{2}\left(r_{k}\right) .
\end{aligned}
$$

Thus by rearranging terms, $\left\|\mathbf{x}_{p, k}\right\|=\prod_{i=1}^{k} \sin \left(r_{i}\right)$.
Conversely, suppose that $\mathbf{x}_{p, k}^{T} \mathbf{v}_{j}^{*}=0$ for all $j=1, \ldots, k$ and $\left\|\mathbf{x}_{p, k}\right\|=\prod_{i=1}^{k} \sin \left(r_{i}\right)$. Then since $\mathbf{x}_{p, k}, \mathbf{v}_{1}^{*}, \ldots, \mathbf{v}_{k}^{*}$ are orthogonal to each other,

$$
\begin{aligned}
\|\mathbf{x}\|^{2} & =\left\|\mathbf{x}_{p, k}+\cos \left(r_{1}\right) \mathbf{v}_{1}^{*}+\cdots+\prod_{i=1}^{k-1} \sin \left(r_{i}\right) \cos \left(r_{k}\right) \mathbf{v}_{k}^{*}\right\|^{2} \\
& =\mathbf{x}_{p, k}^{T} \mathbf{x}_{p, k}+\cos ^{2}\left(r_{1}\right)+\cdots+\prod_{i=1}^{k-1} \sin ^{2}\left(r_{i}\right) \cos ^{2}\left(r_{k}\right)=1 .
\end{aligned}
$$

One can check that for all $j=1, \ldots, k$

$$
\mathbf{x}^{T} \mathbf{v}_{j}^{*}=\left\{\mathbf{x}_{p, k}+\prod_{i=1}^{j-1} \sin \left(r_{i}\right) \cos \left(r_{j}\right) \mathbf{v}_{j}^{*}\right\}^{T} \mathbf{v}_{j}^{*}=\prod_{i=1}^{j-1} \sin \left(r_{i}\right) \cos \left(r_{j}\right),
$$

and again by Lemma 5, the result follows. (a) is directly obtained from (b).
Proof of Proposition 2. (a) is readily derived by either Lemma 4 or the fact that $A_{m-1} \subsetneq S^{m}$ for all $m=2, \ldots, d$.

For (b) and (c), it can be easily checked that $f_{k} \circ \cdots \circ f_{1}: \mathfrak{A}_{d-k} \longrightarrow S^{d-k}$ is a well defined bijective function. Since $\rho_{d-k}$ is a metric and $\sin \left(r_{i}\right)>0$, the metric $\rho_{d-k}$ is nonnegative and symmetric, and the triangle inequality holds. In addition, since $f$ is a bijection, $\rho_{d-k}^{*}(x, y)=0$ if and only if $x=y$. This proves (b). Then by the definition of $\rho_{d-k}^{*}, f_{k} \circ \cdots \circ f_{1}$ is an isometry and (c) follows.

Proof of Theorem 1. Let the singular value decomposition of the $(d+1) \times n$ data matrix $\mathbf{X}=$ $\left[\mathbf{x}_{1} \cdots \mathbf{x}_{n}\right]$ be

$$
\mathbf{X}=\sum_{i=1}^{n} \lambda_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{T},
$$

where $\lambda_{i}$ s are the singular values, $\mathbf{V}=\left[\mathbf{v}_{1} \cdots \mathbf{v}_{n}\right]$ is such that $\mathbf{V}^{T} \mathbf{V}=\mathbf{V V}^{T}=\mathbf{I}_{n}$, and $\mathbf{U}=$ $\left[\mathbf{u}_{1} \cdots \mathbf{u}_{n} \mathbf{u}_{n+1} \cdots \mathbf{u}_{d+1}\right]$ is such that $\mathbf{U}^{T} \mathbf{U}=\mathbf{U U}^{T}=\mathbf{I}_{d+1}$. Then $\mathcal{U}=\left\{\mathbf{u}_{n+1}, \ldots, \mathbf{u}_{d+1}\right\}$ is a an orthogonal basis set that complements $\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}\right\}$. For any $\mathbf{u} \in \mathcal{U}, \mathbf{u}^{T} \mathbf{X}=\left[\mathbf{u}^{T} \mathbf{x}_{1} \cdots \mathbf{u}^{T} \mathbf{x}_{n}\right]=\mathbf{0}$. Therefore, $\rho\left(u, x_{i}\right)=\cos ^{-1}\left(u_{i}^{x}\right)=\pi / 2$ for all $i=1, \ldots, n$. Write the orthogonal basis $\mathcal{U}$ as $\left\{v_{1}^{*}, \ldots, v_{d-n+1}^{*}\right\}$ and let $r_{1}=\cdots=r_{d-n+1}=\pi / 2$. Then by Lemma 4(b), there exist $\mathfrak{A}_{d-1} \supset \cdots \supset \mathfrak{A}_{n-1}$ such that $\mathbf{x}_{i} \in \mathfrak{A}_{n-1}$.
Proof of Theorem 2. Note that $\mathbf{w}^{T} \mathbf{w}^{*}=\mathbf{w}^{T} \mathbf{M w}=0$, and for all $\mathbf{z} \in S^{d}$ such that $\mathbf{w}^{T} \mathbf{z} \geqslant$ 0 and $\mathbf{w}^{T} \mathbf{M z}=0, \mathbf{z}^{T} \mathbf{w}^{*}=\mathbf{z}^{T} \mathbf{M w}=\mathbf{w}^{T} \mathbf{M z}=0$. Thus $\rho_{d}\left(\mathbf{w}, \mathbf{w}^{*}\right)=\cos ^{-1}\left(\mathbf{w}^{T} \mathbf{w}^{*}\right)=\pi / 2$ and $\rho_{d}\left(\mathbf{z}, \mathbf{w}^{*}\right)=\pi / 2$. Moreover, since $\mathbf{w}^{T} \mathbf{z} \geqslant 0$, we have $\mathbf{w}, \mathbf{z} \in h A_{d-1}$.
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